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Pressure on software engineers to produce high-quality software and meet increasingly stringent schedules and budgets is growing. In response, reliability measurement has become a significant factor in quantitatively characterizing quality and determining when to release software on the basis of predetermined reliability objectives. In fact, some US Dept. of Defense organizations now require software reliability measurements.

Motorola's World Wide Systems Group has used reliability methods to help gauge the level of latent defects in hundreds of releases and millions of lines of code. According to Ralph Brettschneider, Motorola has found reliability measurement to be exceedingly useful in helping decide if a release's quality is acceptable as measured against an ever improving quality goal: customer expectations. Brettschneider claims that reliability measurement for release control, plus other initiatives, has in the last four years produced a hundredfold improvement in the number of defects per thousand lines of source code reported on released software.

Despite similar testimonials, there is still a large gap between reliability measurement theory and practice. We seek to bridge this gap by presenting a few key issues that underlie reliability...
measurement's evolution from theory to practice. We served on a panel at the Symposium on Applied Computing in Fayetteville, Arkansas, where we outlined reliability measurement's salient issues, basic concepts, and underlying theory, which we present in this article. We also answered three basic questions about the technology; our responses are summarized in the box on p. 16-17.

We do not recommend a specific method and make no conclusions. However, we do consider reliability measurement to be an important emerging technology. As our comments indicate, we have an earnest concern that software is frequently unreliable, and we believe that reliability measurement can be a very effective, customer-oriented way to determine and deliver the appropriate level of quality.

RELIABILITY IN THE LIFE CYCLE

Reliability is one important measure that can help developers understand, manage, and control a development process constrained by time and cost.

The need for a quantitative understanding of software quality — and hence reliability — and the factors that affect it (like operational environment, testing methods, tools, schedules, and cost) has spurred much research on improving our insight into the development life cycle. Figure 1 shows where reliability measurement fits in. The effort to improve reliability measurement is fed by efforts in the requirements, design, testing, and integration, and operations and maintenance phases.

Influencing factors. Many factors influence the target system's reliability: What are its hardware/software elements? Will it evolve in function and/or desired reliability? Do its parts run at different speeds? What are the customer's expectations? Developers must determine what reliability metrics are useful and what the customer considers a failure (including even minor deficiencies and anomalies). Fault-tolerant systems require that the developer carefully distinguish anomalous internal states that can be tolerated from the failures that affect a customer's operations. Customers, too, may want to classify
failures by their severity (if they would affect safety, threaten life, cause a loss of income, or be expensive to repair, for example).

The developer must also identify an operational profile by gathering information on how previous versions were used, estimating the use of new features, and verifying the resulting estimated profile with the customer. The operational profile can help plan test cases and data collection (possibly classified in terms of both developer-oriented and user-oriented characteristics) and methods to compensate for special conditions. Special conditions may include the effect of instrumentation on hard real-time scenarios or accounting for the fundamental differences among unit test, integration test, systems integration, and acceptance test.

Measurement process. Reliability modeling then has three broad stages.1

1. Assessment. The developer makes some assumptions about the environmental conditions under which the software will run. This is an important step because it is often infeasible to re-create the operational environment exactly.

2. Model development. The developer derives mathematical formulas to estimate (or predict) useful system parameters like failure intensity, number of failures in an interval, and the probability distribution of failure intervals. The developer estimates these parameters from real data using statistical techniques like maximum likelihood estimation, least squares estimation, and Bayesian methods.

3. Measurement and estimation. The developer uses these parameters to predict behavior and help plan, maintain, and upgrade software. However, reliability measurement is typically distinguished from reliability prediction in that prediction is based on static metrics, such as size and complexity, and measurement (or estimation) is based on the dynamic execution behavior—the failure data collected during system test.

Recent work by Yashwant Malaiya, Nachinnuth Karunanidi, and Pardeep Verma1 shows that some models work better in some cases. They have presented empirical results from five fault-count models to compare the predictive validity of each model according to three types of predictability measures (goodness-of-fit, next-step predictability, and variable-term predictability).

DEFECTS AND RELIABILITY

Reliability is the probability of failure-free operation for a specified time in a specified environment for an intended purpose. A "failure" happens when a defect causes the software to operate inappropriately—when operation deviates from system requirements.

The four traditional ways to report failures are based on time of failure, time interval between failures, cumulative failures experienced up to a time, and failures experienced within a time interval. A new metric uses time-independent measures.2

This test-case-intensity metric counts the number of test cases applied per thousand lines of code to measure the amount of stress applied to the software during test. When combined with an estimate of complexity, this metric may be a powerful indicator of reliability prediction and validation.

Defect removal. Figure 2 illustrates the defect-removal process as a state-transition diagram. Although failure occurrence is random and the probability distribution varies with time, failure behavior is affected by three principal factors:

1. The number of defects (λ-defects).
2. The test strategy and operational profile.
3. Defect detection, removal, and possible reintroduction (p-defects). Many reliability models allow for imperfect debugging.

![Figure 2: The defect-removal process illustrated as a state-transition diagram. Beginning with the testing phase, a system with N unknown defects is executed until (A) a defect is detected. In the defect-detection phase, the developer can either (B) fix the defect and return the system to testing or (C) decide to defer repair for cost-benefit reasons. This process continues until (D) a sufficient amount of failure-free operation has occurred and the last intolerable defect has been repaired. Defects answered in the release state are considered either (E) tolerable or (F) intolerable, in which case the system is returned to the defect-detected state.](image-url)
**Moving from Theory Toward Practice: Reliability Panel Comments**

At the Symposium on Applied Computing, Frederick T. Sheldon and Krishna M. Kavi moderated a panel whose members have more than 35 years of experience in reliability measurement. Sheldon and Kavi asked each panelist to answer three basic questions about reliability-measurement technology. To conserve space, their responses are limited to different and unique comments.

**Why do we need reliability technology?**

**Everett:** There is a strong need for more customer-oriented measures of software quality. When I say this I am often asked, why do we need customer-oriented measures? Why not just build the best product we can? My answer is that without customer-oriented quality measures, we cannot consciously make effective trade-offs between cost and the delivery time frame. Unfortunately, trade-offs generally wind up being made unconsciously, with the level of quality being whatever fits into the cost and schedule constraints already established.

To the customer, one of the most important quality attributes is reliability. Current heavily used measures in software development, such as number of faults or faults per thousand lines of code, are closely tied to the development process but are not necessarily good measures of quality from the customer's perspective. The customer does not necessarily relate to faults per se, but rather to the failures they will cause. Failures, the frequency at which they occur, and their impact on business are measures more closely coupled to the customer's perception of quality.

Reliability tends to be used synonymously with hardware reliability. However, over the years the amount of software embedded in our products has increased to the point that, for many products, the reliability of the software dominates that of the hardware. The discipline of software-reliability engineering is emerging, and it will do for software what hardware-reliability engineering has done for hardware.

**Telesforo:** There is a need for this technology. One main question concerns what the criteria are for a suitable model. It is necessary to distinguish between failure models and prediction models of the same phenomena. These need not be the same in all respects, but must be compatible in their assumptions about the underlying process. Outputs of prediction models should be related to risks, while outputs of failure models should be related to product and process data typical of that which can be measured.

There should be sound, intuitive, plausible, and verifiable assumptions based on the models. Formalism is necessary because empiricism is not enough. We have to understand the underlying physical process and then conform that process to empiricism. In this way, we may use empiricism to calibrate the models.

Yet I would like to extend the scope of software reliability to cover the following two areas: Estimation of failure intensity — the number of software failures per unit of time — and prediction of remaining software faults.

Serious failures, such as outages, seldom occur in the testing environment, and software-reliability models have little use in such an environment. To apply software reliability, there must be enough software failures identified during the system testing interval. The operational profile constitutes the input data to test the software product. To simulate the customer environment, the frequency of each type of input data should also be collected from customers or similar products.

**Brett Schneider:** Beyond the prime customer issue that software is too expensive lies a second major concern: Software is frequently unreliable. Though different, these two issues are related.

Failure to initially achieve reliable software will result in a need for additional testing and field support, the cost of which must be passed on to the customer. Unfortunately the release decision is usually based on an evaluation of the software's expected quality balanced against its release-date commitment. The cost of poor quality is then shifted from the producer to the consumer.

My experience in using a simplified decision-making approach, based on modeling theory, has been quite successful in helping me decide if acceptable software quality has been achieved and if the software is ready for release.

**Is the technology ready for application?**

**Everett:** We have seen tremendous growth in the science of software reliability in the last 15 to 20 years, in particular in the development of reliability models and numerical algorithms for evaluating such models. However, I feel the development of software reliability as an engineering discipline has lagged behind its development as a science.

More and more of the engineering discipline will evolve as we apply the science to our software.

My experience is that the basic theory is ready to apply now. As part of our education and training department at AT&T Bell Labs, I have been working with a number of projects to move software reliability from theory to practice. Some of the areas and ways in which software reliability has been and is being applied include:

- monitoring the progress of system tests,
- predicting elapsed system test time to achieve a specified reliability objective,
- defining operational profiles,
- setting reliability objectives,
- evaluating designs with respect to reliability,
- using reliability measures to change testing environments, and
- exploring how reliability measures can be used during development testing.

There tend to be enough initial benefits to justify the introduction of the technology, but we should keep its initial use simple. I have seen a number of successes in its application, in particular during system test, to monitor test progress and estimate test completion.

I would be remiss if I did not say we have also seen some setbacks. However, I have not seen any setbacks that I can relate to major deficiencies in the theory of software reliability.
There has been a lot of discussion over the controversy surrounding software reliability. Much of the controversy seems to center on which model is better, how well do the models reflect reality, and how well do models predict reality?

I think the controversy will continue around certain areas of the science of software reliability, and that's good. It will spur the further evolution of the science of software reliability so that it can stay ahead of the application of software reliability.

Some major challenges I have faced in applying the technology have not been from the lack of theory but from not understanding how to model how customers use software and how to set up appropriate test environments. By pushing for more application of software-reliability techniques within actual software development, we can speed the evolution of the engineering discipline of software reliability.

Tausworthe: Can the future reliability of software be predicted? Yes, undoubtedly—but it is a matter of accuracy and uncertainty as to whether the prediction is good enough. The uncertainty can be no better than the inherent random character of the underlying process. Use of parameter-estimation methods incorporating past-process data values can reduce the uncertainty, but only down to the inherent limit. The random deviation of the true physical process from sample function to sample function cannot be reduced in any model because it is independent of the model.

If the uncertainty of the underlying process is unacceptable and uncontrollable, it is useless to try to develop a prediction model to improve the uncertainty, because the effort will fail.

Yes: After estimating the model parameters, the user can perform extrapolation to predict failure intensity and software reliability. The user can also change the process (vary the model parameters) to achieve a higher quality level. Several applications of reliability analysis are:

- establish criteria for determining when system testing is complete,
- predict what testing resources are required to achieve the quality objective,
- predict software quality at the time of product release, and
- predict the software faults remaining to plan support staff after product release.

Brettschneider: The only program outputs of real value are the number of latent defects left to be found and how much more testing is necessary to find them. The reliability goal should be to deliver a defect-free product.

Confidence intervals around software reliability predictions are almost valueless. Confidence-interval mathematics will work only if you have superior input data. In reality, software-development processes have too many sources of abnormal variability, especially processes that concern test time. If you were to take all these sources of variability into account to correctly compute a confidence interval, the true range would be so wide as to become meaningless.

If you get bad results it's because you started with bad data. Collecting good data will be the most difficult challenge in performing reliability predictions. Good data will give good predictions which will give good correlation with actual field performance.

Good initial results will build credibility. Credibility will help get better data and so on. To get good data, software-reliability modeling must be presented as a nonthreatening tool that will help developers make development more successful.

Where is the technology going?

Everett: Any engineering discipline associated with any technology, software reliability in particular, must answer two questions: how do we measure it? and once we can measure it, how do we manage it? By managing it I mean understanding how the measures can be used to control and ultimately improve software reliability.

I feel the potential for the management side of software reliability can be on par with that of hardware reliability. A number of processes associated with software development can greatly affect software reliability — design reviews, inspections, requirements specification, testing, configuration control, to name a few. The challenge will be how we use reliability measures to properly manage and improve these processes, which in turn will improve the products they produce.

Brettschneider: Those of us who are interested in software reliability should make every attempt to promote it—we must develop commonly available computer programs to calculate reliability predictions. Future model research should concentrate on the development of more robust models that have fewer requirements for applicability—as in a reduced need for strict formalisms—or are easier to calculate and apply.

Finally, we need continued investigations into the relationships among process factors, development practices, and quality. The process of searching for the optimal model is its own chief benefit. It forces a better understanding of what process and product factors are important to reliability prediction.
because not every failure results in a defect removal and some corrections introduce defects.  

**Defect data as predictors.** Data collected in the 1970s from applying early reliability models shows that the failure rate does not remain constant — it is nonhomogeneous. Indeed, the failure rate usually decreases as more defects are detected and corrected, contributing to the system’s overall reliability. Figure 3 shows a nonhomogeneous, Poisson process reliability-growth model in which failure intensity decreases exponentially with execution time, a property of John Musa’s basic execution-time model.

Figure 4 shows that, in unison with decreasing failure intensity, the expected cumulative number of failures increases exponentially to an asymptote with cumulative execution time. This inverse relationship is a basis for most reliability models. If the observed failure rate is plotted as a function of cumulative execution time, as it is in Figure 3, a reliability model can be statistically fitted to the data points. You can use the plot of the fitted failure-intensity curve to estimate failure intensity and the additional execution time required to attain the failure-intensity objective.

During this process, the developer must determine:
- the estimated failure-intensity periodically during system test;
- if the estimated failure intensity is less than or equal to the objective (if it is, the software can be released), and
- if the estimated failure intensity exceeds the objective (if it does, you must identify the additional test resources needed to attain the objective).

Just as failure intensity decreases exponentially, the cost of detecting a failure and locating its cause increases in a complementary exponential fashion. The cost of correcting defects, on the other hand, generally remains constant over time because it depends on relatively constant factors like developer expertise and tool availability. Albeit, the cost of correcting defects in fielded software is higher than the cost of corrections made early in the development cycle.

**Defect classification.** Grouping defects into classes lets you identify their effect on the system’s overall reliability. It also lets you weight them according to their criti-
Figure 5. As this example from a US Air Force project shows, you can classify defects by (A) problem type and (B) by the phase in the life cycle in which they are corrected. In this case, 48 percent of defects were fixed at systems integration; 13 percent at flight tests. The cost to fix defects is highest in these two phases. The software was released with six percent of problems unresolved; these problems will likely surface in the field.

cality or severity, in terms of safety and/or customer cost. Another reason to group defects by cause is to help pinpoint where in the life-cycle they are introduced.

Classifying defects in terms of cause can help developers decide where to apply resources. Developers can improve the reliability — and hence quality — of their products by properly focusing corrective resources on the biggest problem areas.

Figure 5a shows a sample defect-classification scheme that shows a sizeable percentage of problems occurring in requirements translation. Although the cost of detecting and removing defects is unknown, it is thought to be less than in later phases. As with testing, requirements checking is labor intensive, especially when only a few defects exist. In this case, targeting the requirements analysis and design phases could have a significant effect on improving the process and reducing a major problem type.

Figure 5b shows that most of the defects were not resolved until the latter development stages, when the cost of repair is the highest (as Figure 4 shows). The pie charts in Figure 5 are developer-oriented because they relate defects to development phases. In a user-oriented approach, the customer and developer together classify defects in terms of the failure or symptom as it presents itself operationally. Thus, the customer can clearly understand the level of reliability in terms of operational needs.

For example, three problem types might describe a gradient of severity from catastrophic to more benign:

- The system will not perform the tasks required.
- The system will operate in degraded mode, but with extra operational cost.
- The system will operate with minor dysfunction and small extra operational cost.

Thus, if the general reliability requirement is 1,000 hours of failure-free operation, this approach would further qualify the reliability measure to state at what level of severity failures are acceptable. This gives the customer better insight into operational expectations and promotes greater customer satisfaction. However, this developer-customer dialogue is itself a requirements-translation problem and is defect-prone.
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