
Efficient Breadth First Search on Multi-GPU Systems Using GPU-Centric 
OpenSHMEM 

Achievement: Developed Breadth First Search (BFS) implementation for multi-GPU systems. 
Additionally, improved and evaluated NVSHMEM, an implementation of the OpenSHMEM 
programming model for GPU-based systems, to efficiently support graph algorithms.  
 
Significance and Impact: This work enables applications using NVIDIA based GPU-systems to use 
OpenSHMEM programming model for Graph algorithms. 
 
Research Details:  

• Improved NVSHMEM, an implementation of the OpenSHMEM programming model for GPU-
based systems, for graph algorithms. 

• Developed BFS for GPUs using NVSHMEM, and evaluated with the GPU and NVLINK based 
systems. 
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Comparison between CUDA-aware MPI version and NVSHMEM of BFS implementation, on 8 GPUs with 
NVLINK 

Overview: 
NVSHMEM is an implementation of OpenSHMEM for NVIDIA GPUs which enables 
communication from the CUDA kernels. This work is focused on the implementation of BFS for 
multi-GPU using NVSHMEM interfaces and semantics. Our experimental result shows that 
NVSHMEM-based BFS implementation outperforms MPI-based implementation by 60%. Also, 

graph scale 20. We see that perfect overlap is achieved with a 1D process grid
where there is only horizontal exchange which is fused with the main traversal
kernel. With 2D decomposition, the overlap is less than perfect as the commu-
nication in the second dimension cannot be hidden completely. The 2D process
grid was used for results in Figure 8(a) as it yields better traversal rate for both
versions, compared to 1D decomposition. Figure 9 shows the performance com-
parison on 8 nodes. We see that the improvement is greater as we strong scale
due to the reduced overheads and overlap from fused kernels in the SHMEM
version.

Fig. 8 Comparison between CUDA-aware MPI version and Put Atomics version,
on 4 GPUs

(a) Performance (b) Analysis (Scale:20)

Fig. 9 Comparison between CUDA-aware MPI version and Put atomics version, on 8
GPUs

8 Related Work

There have been a fair number of contributions from vendors and researchers
that are geared towards enabling e�cient communication from GPUs. NVIDIA’s



our results presented in the paper shows that we achieve 19% peak GTEPS improvement on a 8-
GPU system with NVLINK.  
 


