Efficient Breadth First Search on Multi-GPU Systems Using GPU-Centric OpenSHMEM

**Achievement:** Developed Breadth First Search (BFS) implementation for multi-GPU systems. Additionally, improved and evaluated NVSHMEM, an implementation of the OpenSHMEM programming model for GPU-based systems, to efficiently support graph algorithms.

**Significance and Impact:** This work enables applications using NVIDIA based GPU-systems to use OpenSHMEM programming model for Graph algorithms.

**Research Details:**
- Improved NVSHMEM, an implementation of the OpenSHMEM programming model for GPU-based systems, for graph algorithms.
- Developed BFS for GPUs using NVSHMEM, and evaluated with the GPU and NVLINK based systems.
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**Comparison between CUDA-aware MPI version and NVSHMEM of BFS implementation, on 8 GPUs with NVLINK**

**Overview:**
NVSHMEM is an implementation of OpenSHMEM for NVIDIA GPUs which enables communication from the CUDA kernels. This work is focused on the implementation of BFS for multi-GPU using NVSHMEM interfaces and semantics. Our experimental result shows that NVSHMEM-based BFS implementation outperforms MPI-based implementation by 60%. Also,
our results presented in the paper shows that we achieve 19% peak GTEPS improvement on a 8-GPU system with NVLINK.