
	
A Cooperative Approach to Virtual Machine Based Fault Injection 
 
Achievement: Developed a virtual machine (VM) based fault injection (FI) tool, which uses VM 
introspection techniques to overcome the “semantic gap” between the target (in VM) and FI controller 
(outside VM).  
 
Significance and Impact: This work applies the VM introspection techniques, which are often used for 
virtualization research involving security & forensic, to the area of HPC resilience investigation tools. 
 
Research Details: 

• Fault injection (FI) tools to study effects of simulated errors 
– Useful to keep system under test (SUT) isolated from FI 

Infrastructure (Controller, etc.), and useful to have SUT 
context for Controller/Injector  

• Cooperative approach to VM+FI 
– Virtual Machine Introspection (VMI) techniques to expose 

guest (VM) internal state to an external process running in 
the host OS. 

– Use “wrapper” as well known parent for launching target (in 
VM) 

– Export Palacios VM’s memory as character device in host 
OS, and add additional VMI routines to walk kernel data 
structures of guest OS from outside the VM 

– Provide symbol maps of guestOS & target app to the VMI 
enabled FI utility running in host OS 

• Example usage for running target (HPCCG) in guest VM, and 
VMFI utility (kmem) on host OS (see Illustration). 

guestVM:$ ./wrapper  ./HPCCG 100 200 100 
hostOS:$ sudo ./kmem 198 wrapper.map  HPCCG.map rtrans 6 4 0 
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Overview: 
Resilience investigations often employ fault injection (FI) tools to study the effects of simulated errors on a 
target system.  It is important to keep the target system under test (SUT) isolated from the controlling 
environment in order to maintain control of the experiment.  Virtual machines (VMs) have been used to 
aid these investigations due to the strong isolation properties of system-level virtualization.  A key 
challenge in fault injection tools is to gain proper insight and context about the SUT.  In VM-based FI 
tools, this challenge of target context is increased due to the separation between host and guest (VM).  We 

Illustration	of	the	VM	based	fault-
injection	environment,	with	the	
target	application	(HPCCG)	running	
in	the	Guest	VM,	and	the	FI	utility	
running	in	the	host	using	VM	
Introspection	techniques	to	
acquire	the	necessary	context	for	
the	isolated	target	(in	VM).		
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discuss an approach to VM-based FI that leverages virtual machine introspection (VMI) methods to gain 
insight into the target's context running within the VM. The key to this environment is the ability to 
provide basic information to the FI system that can be used to create a map of the target environment. We 
describe a proof-of-concept implementation and a demonstration of its use to introduce simulated soft 
errors into an iterative solver benchmark running in user-space of a guest VM.  


