
Big-deep-smart Data in Imaging for 
Guiding Materials Design
S.V. Kalinin, B.G. Sumpter, R. K. Archibald
Researchers at ORNL develop an approach 
for harnessing big, deep and smart data 
from imaging to accelerate the design and 
realization of new functional materials. 
The accelerating progress of technology over 
the past century has driven the need for the 
continual development of a broad spectrum 
of materials and functionalities. Today, an 
ever-increasing spectrum of functionalities 
required for developing and optimizing 
materials for energy, information technology, 
and other applications demands a radically 
more efficient paradigm for materials 
discovery and design that goes beyond 
serendipitous discoveries and the classical 
synthesis-characterization-theory approach. 
Here we detail the opportunities for 
discovery, design and optimization of novel 
functional materials enabled by the progress 
of atomically resolved imaging techniques and 
high performance theoretical approaches, 
and potential pathways to achieve this goal 
via synergy of imaging, theory/simulations 
and big data science.  This approach can 
be transformative with exascale computing 
capacity.
Research was sponsored by the Laboratory 
Directed Research and Development Program 
of Oak Ridge National Laboratory. A portion 
of this research was conducted at the Center 
for Nanophase Materials Sciences. The 
algorithmic aspects were sponsored by the 

applied mathematics program at the DOE and 
the computational aspects made use of the 
Oak Ridge Leadership Computing Facility.
Publication: “Big-deep-smart data in imaging 
for guiding materials design” Sergei V. Kalinin, 
Bobby G. Sumpter, Richard K. Archibald 
Nature Materials (2015). 
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Imaging techniques allow direct measurements 
of atomic positions and hence bond lengths and 

angles (i), local functionalities including chemical 
states, dielectric properties, and superconducting 
gap (ii), visualizing atomic, molecular, and defect 

dynamics in real time (iii), and offers possibilities to 
control matter on the molecular and atomic level 

(iv). In parallel, theoretical methods allow detailed 
studies of atomic (v) and electronic structure (vi), 

and dynamics of matter (vii) along with prediction 
of their properties on mesoscopic scales (viii).



Approach Developed for Automatically Characterizing 
Parallel Application Communication Patterns
P.C. Roth, J.S. Meredith, J.S. Vetter
Researchers developed an approach for automatically 
recognizing and concisely representing the communication 
patterns of parallel applications that use the Message 
Passing Interface (MPI). Characterizing parallel application 
communication patterns requires considerable expertise 
but greatly simplifies tasks such as proxy application 
validation, performance problem diagnosis, and debugging. 
This automated approach significantly reduces the 
expertise necessary for effective characterization.
To enable characterization of parallel application 
communication patterns by non-experts, we developed an 
approach for automatically recognizing and parameterizing 
communication patterns in MPI-based applications. 
Beginning with a communication matrix that indicates 
how much data each process transferred to every other 
process during the application's run, we use an automated 
search to recognize communication patterns within this 
matrix. At each search step, we recognize patterns from 
a pattern library in the communication matrix. Using a 
technique similar to astronomy's "sky subtraction," when 
we recognize a pattern we remove it from the matrix 
and apply our recognition approach recursively to the 
resulting matrix. Because more than one pattern might 
be recognized at each search step, the search produces 
a search results tree whose paths between root and 
leaves represent collections of patterns recognized in the 
original matrix. The path that accounts for the most of the 
original communication matrix's traffic corresponds to the 
collection of patterns that best explains the application's 
communication behavior. We implemented our 

approach in a tool called AChax that was highly effective 
in recognizing the communication patterns in a synthetic 
communication matrix and the regular communication 
patterns in matrices obtained from the LAMMPS molecular 
dynamics and LULESH shock hydrodynamics applications.
Funding for this work was provided by the Office of 
Advanced Scientific Computing Research, U.S. Department 
of Energy. The work was performed at ORNL.
Publication: P.C. Roth, J.S. Meredith, J.S. Vetter, "Automated 
Characterization of Parallel Application Communication 
Patterns," 24th International ACM Symposium on High-
Performance Parallel and Distributed Computing (HPDC-
2015), Portland, Oregon, June 2015.
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Results tree produced by search-based automated pattern 
characterization. Nodes are labeled with the amount of 

communication yet to be explained, and edges are labeled 
with the recognized pattern. The path in red indicates the 

patterns that best explain the original communication 
behavior.

A Continuation Multilevel Monte Carlo Algorithm
KAUST research group, Oak Ridge National Laboratory
Researchers designed a multilevel Monte Carlo algorithm 
for stochastic differential equation where the number of 
levels, the grid resolutions, and number of samples per 
level are determined so as to minimize computational 
costs while satisfying constraints on the bias and statistical 
error. The parameters of the numerical models used to 
estimate costs and errors are dynamically calibrated based 
on information obtained as the process continues. We 
demonstrate that our algorithm runs anywhere from 2-12 
times faster than standard techniques.
The MLMC approach to solving stochastic differential 
equations greatly reduces the computational complexity. 
The researhers' CMLMC algorithm improves on this by a 
large constant while also providing mechanisms to handle 
simulation-specific costs, such as choice of linear solver or 
discretization method.

Publication: N. Collier, A. Haji-Ali , F. Nobile, E. von 
Schwerin, R. Tempone, A continuation multilevel Monte 
Carlo algorithm, BIT Numerical Mathematics, June 2015, 
Volume 55, Issue 2, pp 399-432.



Explicit Integration with GPU Acceleration for Large 
Kinetic Networks
Benjamin Brock, Andrew Belt, Jay Jay Billings, and Mike 
Guidry
Researchers were able to achieve a 13X performance 
boost by migrating to GPUs. This increase in performance 
makes it possible to solve kinetic systems in parallel on 
GPUs.
We demonstrate the first implementation of recently-
developed fast explicit kinetic integration algorithms 
on modern graphics processing unit (GPU) accelerators. 
Taking as a generic test case a Type Ia supernova explosion 
with an extremely stiff thermonuclear network having 
150 isotopic species and 1604 reactions coupled to 
hydrodynamics using operator splitting, we demonstrate 
the capability to solve of order 100 realistic kinetic 
networks in parallel in the same time that standard 
implicit methods can solve a single such network on a 
CPU. This orders-of-magnitude decrease in computation 
time for solving systems of realistic kinetic networks 
implies that important coupled, multiphysics problems in 
various scientific and technical fields that were intractable, 
or could be simulated only with highly schematic kinetic 
networks, are now computationally feasible.

This work was performed at ORNL and UTK.
Publication: Benjamin Brock, Andrew Belt, Jay Jay 
Billings, and Mike Guidry, “Explicit integration with 
GPU acceleration for large kinetic networks”, Journal 
of Computational Physics, 302 (2015).  View the full 
publication here - http://arxiv.org/pdf/1409.5826v2.pdf

Trace-Driven Memory Access Pattern Recognition in 
Computational Kernels
Christos Kartsaklis and Tomislav Janjusic (ORNL); EunJung 
Park and John Cavazos (University of Delaware)
Researchers developed a methodology and tool to classify 
memory access patterns from traces.
Classifying memory access patterns is paramount to 
the selection of the right set of optimizations and 
determination of the parallelization strategy. Static analyses 
suffer from ambiguities present in source code, which 
modern compilation techniques, such as profile-guided 
optimization, alleviate by observing runtime behavior and 
feeding back into the compilation flow. We implemented a 
dynamic analysis technique for recognizing memory access 
patterns, with application to the stencils domain.
This work was performed at ORNL using OLCF resources.
Publication: EunJung Park, Christos Kartsaklis, Tomislav 
Janjusic, and John Cavazos. “Trace-Driven Memory Access 
Pattern Recognition in Computational Kernels”, in WOSC 
2015: 2nd Workshop on Optimizing Stencil Computations, 
in conjunction with SPLASH 2014, Portland, OR, October 
2014.
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Thermonuclear networks for simulating a typical Type Ia 
supernova explosion.

Speedups obtained from two PolyBench kernels after 
guiding compiler optimizations  (PoCC) with our trace-based 

classification system



BEAM Introduces “Push-button” Execution of 
Dynamically Generated HPC Data Analysis Workflows 
at OLCF, NERSC, and CADES
E. J. Lingerfelt, S. Jesse, A. Belianinov, E. Endeve, M. 
Shankar, M. B. Okatan, O. Ovchinikov, C. T. Symons, R. K. 
Archibald
The Bellerophon 
Environment for Analysis 
of Materials (BEAM) has 
added the capability 
for instrument scientists at IFIM and CNMS to perform 
and monitor near real-time data analysis by dynamically 
generating and executing HPC workflows on Titan at OLCF, 
Edison and Hopper at NERSC, and the Pileus compute 
cluster at CADES.
This work will accelerate scientific discovery by enabling 
IFIM and CNMS users to perform robust data analysis 
in only a fraction of the time required using today’s 
techniques. BEAM users will be able to directly utilize DOE 
HPC compute and data resources to efficiently integrate 
and analyze complex multi-modal data with no previous 
experience as a computer programmer or HPC user.
Work was performed at ORNL, IFIM, CNMS, OLCF, and 
NERSC and is supported by the LDRD program of Oak Ridge 
National Laboratory. 

Poster: E. J. Lingerfelt, S. Jesse, A. Belianinov, E. Endeve, M. 
Shankar, M. B. Okatan, O. Ovchinikov, C. T. Symons, R. K. 
Archibald, “Unifying In Silico and Empirical Experiments in 
CADES: Scalable Analysis of High-dimensional Nanophase 
Materials Imaging Data with BEAM”, 2015 Smoky 
Mountains Computational Sciences and Engineering 
Conference, Sept. 2, 2015, Gatlinburg, TN.

Black Carbon Aerosols Induced Northern Hemisphere 
Tropical Expansion
M. Kovilakam and S. Mahajan 
In a suite of experiments forced with a range of Black 
Carbon aerosols (BC) within estimated uncertainty bounds, 
we have analyzed the impact of BC on the expansion of the 
Tropics using a variety of metrics that quantify the extent 
of Tropics. These experiments suggest that the tropical 
expansion increases nearly linearly with increasing BC 
forcing due to the relative warming of the mid-latitudes by 
increased absorption of solar radiation by BC.
Global Climate Models (GCMs) underestimate the 
observed trend in tropical expansion. Recent studies 
partly attribute it to black carbon aerosols (BC), which 
are poorly represented in GCMs. We conduct a suite of 
idealized experiments with the Community Atmosphere 
Model (CAM4) coupled to a slab ocean model forced 
with increasing BC concentrations covering a large swath 
of the estimated range of current BC radiative forcing 
while maintaining their spatial distribution. The Northern 
Hemisphere (NH) tropics expand polewards nearly linearly 
as BC radiative forcing increases (0.70 W-1 m2), indicating 
that a realistic representation of BC could reduce GCM 
biases. We find support for the mechanism where BC 
induced midlatitude tropospheric heating shifts the 
maximum meridional tropospheric temperature gradient 

polewards resulting in tropical expansion. We also find that 
the NH poleward tropical edge is nearly linearly correlated 
with the location of the inter- tropical convergence zone 
(ITCZ), which shifts northwards in response to increasing 
BC.

Publication: Kovilakam M. and S. Mahajan (2015): Black 
carbon aerosols induced Northern Hemisphere Tropical 
Expansion, Geophysical Research Letters, 42, 4964-4972, 
doi:10.1002/2015GL064559
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A screenshot of BEAM’s BE Analyzer software tool 
displaying an interactive plot of spectrogram averaged 4D 

BEPS experimental data taken at the CNMS.

Annual black carbon aerosols distribution. (a) Zonally averaged 
annual present-day BC loading and (b) zonal average of 

vertically integrated black carbon loading in the 1XBC, 2XBC, 
5XBC, and 10XBC experiments.



An Energy-Stable Convex Splitting for the Phase-Field 
Crystal Equation 
KAUST research group, Oak Ridge National Laboratory
Researchers developed a discretization for the phase-
field crystal equation, which guarantees mass and energy 
conservation while maintaining second order accuracy in 
space and time. They were able to prove that conservation 
is achieved discretely and demonstrate this on simulations 
in two- and three-dimensions.
The phase-field crystal equation, a parabolic, sixth-order 
and nonlinear partial differential equation, has generated 
considerable interest as a possible solution to problems 
arising in molecular dynamics. Nonetheless, solving this 
equation is not a trivial task, as energy dissipation and 
mass conservation need to be verified for the numerical 
solution to be valid. This work addresses these issues, 
and proposes a novel algorithm that guarantees mass 
conservation, unconditional energy stability and second-
order accuracy in time. Numerical results validating our 
proofs are presented, and two- and three-dimensional 
simulations involving crystal growth are shown, highlighting 
the robustness of the method. 

Publication: P. Vignal, L. Dalcin, D.L. Brown, N. Collier, V.M. 
Calo, An energy-stable convex splitting for the phase-field 
crystal equation, Computers & Structures Volume 158, 1 
October 2015, pp 355–368.

Efficient Storage of Data to HPSS
Benjamin Mayer
The researcher was able to reduce (by a factor of 1,000) 
the number of meta-data records needed to track stored 
Climate Science simulation data. As Climate data represents 
a significant portion of Titan computing resources, this 
reduction in records can have a significant impact on HPSS 
operations.
The ACME project is a major consumer of cycles from world 
class capability computing systems such as Titan. In the 
process of doing our science on these large-scale machines, 
simulation data are generated and need to be archived for 
future analysis. The system to satisfy this archival need is 
the High Performance Storage System (HPSS). The details 
of HPSS operation are many but one of the limiting factors 
in how much data the system can handle is related to 
the number of files the system needs to keep track of, so 
called meta-data operations. Storing data to HPSS can be a 
time consuming process for a user, and complicated given 
the interaction between different project requirements 
and HPSS system requirements. To alleviate these issues 
we have have codified the archiving of simulation files 
to a tar file along with the logic of reliable storage to the 
HPSS system. These operations are preformed through 
submitting jobs to the queuing system of the Data Transfer 
Nodes allowing very large file sets to be processed, 
automatic recording of outcomes and potential faults. The 
use of the queuing system also allows for large numbers of 

the jobs to be submitted without worry of overloading 
the system compared to manually running the processes 
due to limitations in how many queued process will be run 
concurrently. This program will be use as part of a larger 
whole to provide efficient, reliable, low effort and low cost 
storage of critical simulation files for the ACME project, 
while be able to be adapted to other projects as well. This 
program will also be used as a base for the data handling 
portion of a large Automated Workflow effort inside of 
ACME.
This work is sponsored by DOE via the ACME project.
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Showing continued growth of the HPSS system over time



Fidelity of Climate Extremes in High Resolution 
Global Climate Simulations
Mahajan S., K. J. Evans, M. Branstetter, V. Anantharaj and J. 
K. Leifeld 
Researchers at ORNL developed a regionalization 
framework to quantify extreme events. Using the 
framework they demonstrated that simulations with 
the high-resolution global climate model better capture 
stationary and non-stationary precipitation extremes 
than low-resolution version of the model as represented 
by Generalized Extreme Value (GEV) distributions. This 
regionalization framework is implemented in parallel 
allowing for a quick analysis of global climate extremes in 
ultra-high resolution global climate models, speeding up 
data analysis by several orders of magnitude. We find that 
parameters of the GEV distribution models of precipitation 
extremes are better represented in the high-resolution 
simulations. 
Precipitation extremes have tangible societal impacts. 
Here, we assess if current state of the art global climate 
model simulations at high spatial resolutions (0.35◦x0.35◦) 
capture the ob- served behavior of precipitation extremes 
in the past few decades over the continental US. We 
design a correlation-based regionalization framework 
to quantify precipitation extremes, where samples of 
extreme events for a grid box may also be drawn from 
neighboring grid boxes with statistically equal means and 
statistically significant temporal correlations. We model 
precipitation extremes with the Generalized Extreme 
Value (GEV) distribution fits to time series of annual 
maximum precipitation. Non-stationarity of extremes is 
captured by including a time- dependent parameter in 
the GEV distribution. Our analysis reveals that the high-
resolution model substantially improves the simulation of 
stationary precipitation extreme statistics particularly over 

the Northwest Pacific coastal region and the Southeast 
US. Observational data exhibits significant non-stationary 
behavior of extremes only over some parts of the Western 
US, with declining trends in the extremes. While the high 
resolution simulations improve upon the low resolution 
model in simulating this non-stationary behavior, the 
trends are statistically significant only over some of those 
regions.  
Publication: Mahajan S., K. J. Evans, M. Branstetter, V. 
Anantharaj and J. K. Leifeld (2015): Fidelity of precipitation 
extremes in high resolution global climate simulations, 
Procedia Computer Science 
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 Simulation of precipitation extremes. 99.9 percentile of precipitation 
for (a) gauge based analysis (CPC, 0.25◦x0.25◦) (b) MERRA reanalysis 

(0.5◦x0.67◦) (b) a low resolution (T85, about 1.4◦x1.4◦) model 
simulation and (c) a high resolution (T341, about 0.35◦x0.35◦) model 

simulation for the period 1979-2005.
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Oak Ridge National Laboratory Joins DOE's New HPC 
for Manufacturing Program
Oak Ridge National Laboratory (ORNL) is collaborating 
with Lawrence Livermore and Lawrence Berkeley National 
Laboratories (LLNL and LBNL) on a new US Department of 
Energy (DOE) program designed to fund and foster public-
private R&D projects that enhance US competitiveness in 
clean energy manufacturing.

“The Manufacturing Demonstration Facility (MDF) has 
worked with numerous industry partners to overcome 
challenges in areas of advanced manufacturing, and ORNL 
is excited by the prospect of extending and accelerating 
this success through modeling and simulation,” said John 
Turner, Group Leader for Computational Engineering and 
Energy Sciences and ORNL lead for HPC4Mfg. He added, 
“We look forward to collaborating with colleagues at 
LLNL and LBNL, and with industry partners, to apply our 
computational expertise to challenging clean energy 
manufacturing problems.”
Read more here - https://www.olcf.ornl.gov/2015/09/22/
oak-ridge-national-laboratory-to-co-lead-does-new-hpc-for-
manufacturing-program/

Opportunities for Nonvolatile Memory Systems in 
Extreme-Scale High Performance Computing
A paper from CSMD's Future Technologies Group, entitled 
“Opportunities for Nonvolatile Memory Systems in 
Extreme-Scale High Performance Computing”  has been 

highlighted on HPCWire website. This paper discusses 
scaling challenges for DRAM and also explores the scope 
for emerging non-volatile memories, e.g. Flash, STT-RAM 
etc.
http://www.hpcwire.com/2015/08/27/micron-steers-
roadmap-through-memory-scaling-course/ 

ORNL researchers find ‘greener’ way to assemble 
materials for solar applications
The efficiency of solar cells depends on precise engineering 
of polymers that assemble into films 1,000 times thinner 
than a human hair.
Today, formation of that polymer assembly requires 
solvents that can harm the environment, but scientists at 
the Department of Energy’s Oak Ridge National Laboratory 
have found a “greener” way to control the assembly of 
photovoltaic polymers in water using a surfactant— a 
detergent-like molecule—as a template. Their findings are 
reported in Nanoscale, a journal of the Royal Society of 
Chemistry.
Read more here - https://www.ornl.gov/news/ornl-
researchers-find-%E2%80%98greener%E2%80%99-way-
assemble-materials-solar-applications

Solvents Save Steps in Solar Cell Manufacturing
To anneal or not to anneal, that one of is the big questions 
regarding the production of organic bulk heterojunction 
(BHJ) solar cells—but now researchers have the answer. 

Researchers at ORNL have shown the process of thermal 
annealing might soon be a thing of the past thanks to 
a simple solvent, offering a significant impact on the 
manufacturing of solar cell technologies.
Read more here - https://www.ornl.gov/news/solvents-
save-steps-solar-cell-manufacturing

Staff from Lawrence Berkeley, Lawrence Livermore, and 
Oak Ridge national laboratories taking part in the American 
Energy and Manufacturing Competitiveness Summit are, left 
to right: LBNL’s Horst Simon, LLNL’s Trish Damkroger, ORNL’s 
John Turner, HPC4Mfg program director Peg Folta, NERSC’s 

David Skinner, LLNL’s Dona Crawford, and LLNL’s Jeff Roberts

Fullerenes appear as small silver spheres spread 
consistently throughout a network of small molecules, or 
polymers, in this schematic illustration of the morphology 

of a BHJ film with solvent additives. 



• David E. Bernholdt, program committee, Hawaii 
International Conference on System Sciences (HICSS-
49)

• David E. Bernholdt, program committee, Second 
International Workshop on Hardware-Software 
Co-Design for High Performance Computing (Co-HPC 
2015)

• David E. Bernholdt, program committee, Second Annual 
Workshop on HPC User Support Tools (HUST15)

• David E. Bernholdt, program committee, Third 
International Workshop on Software Engineering for 
High Performance Computing in Computational Science 
and Engineering (SEHPCCSE15)

• David E. Bernholdt, program committee, Second 
Workshop on Accelerator Programming with Directives 
(WACCPD 2015)

• Michael Brim, participant, 9th Scalable Tools Workshop 
in Lake Tahoe, California

• Michael Brim, program committee, 2015 International 
Workshop on Data Intensive Scalable Computing 
Systems (DISCS-2015)

• Wael Elwasif, reviewer, Computer Physics 
Communications. 

• Christian Engelmann, reviewer, Journal of 
Computational Science (JOCS)

• Christian Engelmann, reviewer, Journal of Parallel and 
Distributed Computing (JPDC)

• Christian Engelmann, program committee, International 
Conference on Algorithms and Architectures for Parallel 
Processing (ICA3PP) 2015

• Manjunath Gorentla Venkata, co-chair, OpenSHMEM 
2015: Second workshop on OpenSHMEM and Related 
Technologies

• Manjunath Gorentla Venkata, program committee, 
21st IEEE International Conference on Parallel and 
Distributed Systems (ICPADS 2015)

• Chung-Hsing Hsu, program committee, Second 
Workshop on OpenSHMEM and Related Technologies

• Chung-Hsing Hsu, co-chair, The First Workshop on HPC 
Power Management

• Christos Kartsaklis, program committee, ICT-DMí2015: 
International Conference on Information and 
Communication Technologies for Disaster Management

• Christos Kartsaklis, program committee, International 
Workshop on Sustainable Higher Performance 
Computing (SHPC 2015)

• Christos Kartsaklis, program committee, Workshop on 
Extreme-Scale Programming Tools (ESPT2015)

• Christos Kartsaklis, program committee, Workshop on 
Extreme Data Parallel Processing, Exascale Systems 
Engineering and Energy Efficiency (HPC-E5)

• Christos Kartsaklis, program committee, 2nd 
International Workshop on Hardware-Software 
Co-Design for High Performance Computing (Co-HPC 
2015)

• Christos Kartsaklis, program committee, 2nd Workshop 
on Accelerator Programming Using Directives (WACCPD 
2015)

• Christos Kartsaklis, program committee, CANDAR 2015: 
The Third International Symposium on Computing and 
Networking

• Seyong Lee, program committee for ICPADS 2015, 
WACCPD 2015, and WRAp 2015

• Tiffany M. Mintz, program committee, International 
Conference on Contemporary Computing (IC3) 2016

• Tiffany M. Mintz, poster committee co-chair, Smoky 
Mountains Computational Sciences and Engineering 
Conference 2015

• Sparsh Mittal, reviewer for ACM TACO, IEEE JETCAS, 
IEEE CAL, IEEE Transactions on Computers and ACM 
Computing Surveys

• Sarah Powers, hostess, Dr. Blair Sullivan for a Women 
in Computing seminar titled "Searching for Structure in 
Network Science."

• Pavel Shamis, co-chair, OpenSHMEM 2015: Second 
workshop on OpenSHMEM and Related Technologies

• Jeff Vetter, technical program chair, SC15 

Events
OpenSHMEM 2015: Second workshop on 
OpenSHMEM and Related Technologies - August 
4-6th 2015, Annapolis, MD
Manjunath Gorentla Venkata, Neena Imam, Pavel Shamis, 
Graham Lopez
The OpenSHMEM Workshop is the premier venue for 
exhibiting and presenting Partitioned Global Address Space 
(PGAS) research, particularly as it relates to OpenSHMEM.  
The workshop was attended by participants from across 
academia, industry, and private and federal research 
organizations. The topics for the workshop included 
extensions to the OpenSHMEM API, implementation of the 
API for current and emerging architectures, tools to debug 
and profile OpenSHMEM programs, experience porting 
applications to the OpenSHMEM programming model, and 
changes to the OpenSHMEM specification to address the 
needs of programming exascale systems.
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The workshop was organized by Oak Ridge National 
Laboratory and held in Annapolis, Maryland, USA, and it 
was and sponsored by ORNL, DoD, Mellanox, NVIDIA, Intel, 
and SGI.

The First UCX F-2-F Meeting - UCX Face-to-Face - 
August 11-13, University of Tennessee, Knoxville
Pavel Shamis, Manjunath Gorentla Venkata, Matthew 
Baker, Neena Imam, Barney Maccabe
UCX (www.openucx.org) is a collaboration of national 
laboratories, academic, and industrial partners to 
co design and deliver the next generation communication 
framework for already established and emerging exascale 
programming models. The UCX framework aims to provide 
a collection of APIs that will enable development of 
customized communication protocols and will help drive 
application requirements down to the network layers. The 
framework is open source and actively being developed 
by HPC leaders, the research community, and vendors 
including: IBM, NVIDIA, Mellanox Technologies, Oak Ridge 
National Laboratory, University of Knoxville Tennessee, and 
University of Houston.

CSMD Seminars
• Markus Eisenbach: LSMS & WL-LSMS: Codes for 

First Principles Calculation of the Ground State and 
Statistical Physics of Materials

• Jay Jay Billings: Integrated Modeling and Simulation 
with Eclipse ICE and its applicability to Neutron Science

• James Elliott: Soft Errors in Linear Solvers: Fighting an 
Invisible Foe

• Mike Guidry: On the Design, Autotuning, and 
Optimization of GPU Kernels for Kinetic Network 
Simulations Using Fast Explicit Integration and GPU 
Batched Computation

• Bruno Turcksin: Parallelization and Adaptive Mesh 
Refinement

• Alex McCaskey: Code Integration Between the 
BISON Fuel Performance and PROTEUS Neutronics 
Applications

• Frank Mueller: On the Implications of Large-Scale 
Manycores and NoCs for Exascale

• John Feo: Tables, Graphs, and Problems
• Fuli Yu: The excitement and challenge of genomic data 

analysis in the era of precision medicine
• Greg Watson: Software Engineering for Science: 

Beyond the Eclipse Parallel Tools Platform

CAM Seminars
• Guannan Zhang - High-Order Numerical Methods for 

Forward-Backward Stochastic Differential Equations 
with Jumps and Applications in Nonlocal Diffusion 
Problems

• Kody Law - Dimension-independent Markov Chain 
Monte Carlo

• Matthew Norman - Searching for Better Time-Explicit 
PDE Solvers for Modern Heterogeneous Parallel 
Computers

• George Fann - Low Rank Nonlinear Approximations of 
Some Singular Operators and Fast Methods

• CAM Summer Students - Multiple Topics
• Kody Law - Perspectives on Nonlinear Filtering
• Jose A. Morales Escalante - Discontinuous Galerkin 

Methods for Boltzmann - Poisson Models of Electron 
Transport in Semiconductors

• Zheng Chen - Maximum-Principle-Satisfying Third 
Order Direct Discontinuous Galerkin Methods for 
Time Dependent Convection Diffusion Equations on 
Unstructured Triangle Mesh

• Cory Hauck - A Short Introduction to Kinetic Equations 
and Moment Models

• Eric Lingerfelt - Unifying In Silico and Empirical 
Experiments in CADES: Scalable Analysis of High-
dimensional Nanophase Materials Imaging Data with 
BEAM

• Yanzhi Zhang - Eigenvalues and Eigenfunctions of the 
Fractional Laplacian and Their Applications to the 
Fractional Quantum Mechanics

• Timo van Opstal - Partitioned Domain Model Error 
Estimation and AdaptivityAwards and Recognition

Events [Continued]
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Nagi Rao received a patent for his work - Failure 
detection in high-performance clusters and 
computers using chaotic map computations

This patent relates to failure detection 
and more particularly to fault 
detection of computing machines that 
utilize multiple processor cores and 
accelerators. 
A programmable media includes 
a processing unit capable of 
independent operation in a machine 
that is capable of executing 
10.sup.18 floating point operations 
per second. The processing unit is 

in communication with a memory 
element and an interconnect that couples computing 
nodes. The programmable media includes a logical unit 
configured to execute arithmetic functions, comparative 
functions, and/or logical functions. The processing unit 
is configured to detect computing component failures, 
memory element failures and/or interconnect failures 
by executing programming threads that generate one or 
more chaotic map trajectories. The central processing 
unit or graphical processing unit is configured to detect 
a computing component failure, memory element failure 
and/or an interconnect failure through an automated 
comparison of signal trajectories generated by the chaotic 
maps.

Publications of Note
Multiscale modeling and characterization for 
performance and safety of lithium-ion batteries
S. Pannala, J. A. Turner, S. Allu, W. R. Elwasif, S. Kalnaus, 
S. Simunovic, A. Kumar, J. J. Billings, H. Wang, and J. 
Nanda; J. Appl. Phys. 118, 072017 (2015); http://dx.doi.
org/10.1063/1.4927817
ABSTRACT: Lithium-ion batteries are highly complex 
electrochemical systems whose performance and safety 
are governed by coupled nonlinear electrochemical-
electrical-thermal-mechanical processes over a range 
of spatiotemporal scales. Gaining an understanding of 
the role of these processes as well as development of 
predictive capabilities for design of better performing 
batteries requires synergy between theory, modeling, 
and simulation, and fundamental experimental work to 
support the models. This paper presents the overview 
of the work performed by the authors aligned with both 
experimental and computational efforts. In this paper, we 
describe a new, open source computational environment 
for battery simulations with an initial focus on lithium-ion 

systems but designed to support a variety of model types 
and formulations. This system has been used to create 
a three-dimensional cell and battery pack models that 
explicitly simulate all the battery components (current 
collectors, electrodes, and separator). The models are used 
to predict battery performance under normal operations 
and to study thermal and mechanical safety aspects under 
adverse conditions. This paper also provides an overview 
of the experimental techniques to obtain crucial validation 
data to benchmark the simulations at various scales for 
performance as well as abuse. We detail some initial 
validation using characterization experiments such as 
infrared and neutron imaging and micro-Raman mapping. 
In addition, we identify opportunities for future integration 
of theory, modeling, and experiments.

Accelerated Application Development: The ORNL 
Titan Experience 
W. Joubert, R. Archibald, M. Berrill, W. M. Brown, M. 
Eisenbach, R. Grout, J. Larkin, J. Levesque, B. Messer, M. 
Norman, B. Philip, R. Sankaran, A. Tharrington, J. Turner, 
Computers and Electrical Engineering, special issue on 
Optimization of Parallel Scientific Applications with 
Accelerated HPC, Aug, 2015, http://dx.doi.org/10.1016/j.
compeleceng.2015.04.008.
ABSTRACT: The use of computational accelerators 
such as NVIDIA GPUs and Intel Xeon Phi processors is 
now widespread in the high performance computing 
community, with many applications delivering impressive 
performance gains. However, programming these systems 
for high performance, performance portability and 
software maintainability has been a challenge. In this 
paper we discuss experiences porting applications to the 
Titan system. Titan, which began planning in 2009 and 
was deployed for general use in 2013, was the first multi-
peta op system based on accelerator hardware. To ready 
applications for accelerated computing, a preparedness 
effort was undertaken prior to delivery of Titan. In this 
paper we report experiences and lessons learned from this 
process and describe how users are currently making use of 
computational accelerators on Titan.

AP1000 PWR Startup Core Modeling and Simulation 
with VERA-CS
F. Franceschini, A.T. Godfrey, S. Stimpson, T. Evans, B. 
Collins, J.C. Gehin, J.A. Turner, A. Graham, T. Downar, 
Advances in Nuclear Fuel Management V (ANFM 2015), 
Mar, 2015.
ABSTRACT: This paper describes the application of the 
Core Simulator of the Virtual Environment for Reactor 
Applications, VERA-CS, under development by the 
Consortium for Advanced Simulation of LWRs (CASL) to the 
core physics analysis of the AP1000®1 PWR. The AP1000 
PWR features an advanced first core with radial and axial 
heterogeneities and at-power control rods insertion to 
perform the MSHIM™ advanced operational strategy. 
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These advanced features make application of VERA-CS to 
the AP1000 PWR first core especially relevant to qualify 
VERA performance. This paper focuses on the qualification 
efforts at hot zero power conditions, where Monte-Carlo 
reference solutions have been established. The comparison 
of both global core parameters (e.g. critical boron 
concentration, rod worth and reactivity coefficients) and 
fine-mesh fission rate spatial distribution indicate excellent 
numerical agreement between VERA-CS and the Monte-
Carlo predictions across the simulations performed.

Morphological Influence in Lithium-Ion Battery 3D 
Electrode Architectures
M. A. Martin, C-F Chen, P. P. Mukherjee, S. Pannala, 
J-F Zietiker, J. A. Turner, and D. Ranjan, J. Electrochem. 
Soc. Mar, 2015 162(6): A991-A1002; http://dx.doi.
org/10.1149/2.0631506jes.
ABSTRACT: The performance of lithium-ion batteries is 
limited by suboptimal energy density and power capability. 
A feasible approach is designing 3D electrode architectures 
where lithium ion transport in the electrolyte and active 
material can be optimized for improving the energy/power 
density. In this study, the influence of active material 
morphology and 3D electrode configurations is investigated 
with particular emphasis on solid-state transport and 
resulting implications on the performance. A morphology-
detailed computational modeling is presented which 
simulates lithium transport in disparate 3D electrode 
configurations. The resulting lithium concentration in the 
3D electrode constructs during discharging, relaxation, 
and charging process reveal a local sate of charge map. 
This is correlated with the electrode performance. This 
study demonstrates the role of active particle morphology 
and 3D architecture on the electrode relaxation behavior, 
which determines the resulting concentration gradient and 
performance.

An Approach for Coupled-Code Multiphysics Core 
Simulations from a Common Input
R. Schmidt, K. Belcourt, R. Hooper, R. Pawlowski, K. Clarno, 
S. Simunovic, S. Slattery, J. Turner, S. Palmtag, Annals of 
Nuclear Energy, Dec, 2014, ISSN 0306-4549, http://dx.doi.
org/10.1016/j.anucene.2014.11.015.
ABSTRACT: This paper describes an approach for 
coupled-code multiphysics reactor core simulations 
that is being developed by the Virtual Environment for 
Reactor Applications (VERA) project in the Consortium for 
Advanced Simulation of Light-Water Reactors (CASL). In 
this approach a user creates a single problem description, 
called the “VERAIn” common input file, to define and 
setup the desired coupled-code reactor core simulation. A 
preprocessing step accepts the VERAIn file and generates 
a set of fully consistent input files for the different physics 
codes being coupled. The problem is then solved using a 
single-executable coupled-code simulation tool applicable 

to the problem, which is built using VERA infrastructure 
software tools and the set of physics codes required for the 
problem of interest.
The approach is demonstrated by performing an eigenvalue 
and power distribution calculation of a typical three-
dimensional 17 × 17 assembly with thermal–hydraulic 
and fuel temperature feedback. All neutronics aspects of 
the problem (cross-section calculation, neutron transport, 
power release) are solved using the Insilico code suite and 
are fully coupled to a thermal–hydraulic analysis calculated 
by the Cobra-TF (CTF) code. The single-executable coupled-
code (Insilico-CTF) simulation tool is created using several 
VERA tools, including LIME (Lightweight Integrating 
Multiphysics Environment for coupling codes), DTK (Data 
Transfer Kit), Trilinos, and TriBITS. Parallel calculations 
are performed on the Titan supercomputer at Oak Ridge 
National Laboratory using 1156 cores, and a synopsis of 
the solution results and code performance is presented. 
Ongoing development of this approach is also briefly 
described.

A new open computational framework for highly-
resolved coupled 3D multiphysics simulations of 
Li-Ion Cells
S. Allu, S. Kalnaus, W. Elwasif, S. Simunovic, J. A. Turner, 
S. Pannala, J. Power Sources, Vol 246, Jan, 2014, p. 
876-886, ISSN 0378-7753, http://dx.doi.org/10.1016/j.
jpowsour.2013.08.040.
ABSTRACT: In this paper we report on the development 
and demonstration of physically consistent three-
dimensional models for Lithium Ion Battery (LIB) cells. 
The discharge behavior of a LIB is a multiphysics and 
multiscale problem that is simulated using coupled models 
for thermal, electrical, and electrochemical phenomena. 
The individual physics models and software are integrated 
into a new open computational framework for battery 
simulations which was designed to support a variety of 
modeling formulations and computer codes. Several cell 
configurations (unrolled cell, unrolled cell with current 
collectors, large capacity pouch cell, and cylindrical cell) 
that show the importance of coupled simulations are 
simulated using this approach and discussed. A validation 
study is presented for the pouch cell discharged under 
high rates to demonstrate the accuracy of the proposed 
modeling framework.
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Controlling molecular ordering in solution-state 
conjugated polymers (Inside cover of Nanoscale)
Jiahua Zhu, Youngkyu Han, Rajeev Kumar, Youjun He, 
Kunlun Hong, Peter Bonnesen, Bobby G. Sumpter, 
Changwoo Do, Sean Smith, Ilia Ivanov, Changwoo 
Do, Controlling Molecular-Ordering in Solution-State 
Conjugated Polymers, Nanoscale DOI: 10.1039/
C5NR02037A (2015).
Rationally encoding molecular 
interactions that can control 
the assembly structure and 
functional expression in a 
solution of conjugated polymers 
hold great potential for enabling 
optimal organic optoelectronic 
and sensory materials. In this 
work, we show that thermally-
controlled and surfactant-guided 
assembly of water-soluble 
conjugated polymers in aqueous 
solution is a simple and effective strategy to generate 
optoelectronic materials with the desired molecular 
ordering. We have studied a conjugated polymer consisting 
of a hydrophobic thiophene backbone and hydrophilic, 
thermo-responsive ethylene oxide side groups, which 
shows a step-wise, multi-dimensional assembly in water. By 
incorporating the polymer into phase-segregated domains 
of an amphiphilic surfactant in solution, we demonstrate 
that both chain conformation and degree of molecular 
ordering of the conjugated polymer can be tuned in 
hexagonal, micellar and lamellar phases of the surfactant 
solution. The controlled molecular ordering in conjugated 
polymer assembly is demonstrated as a key factor 
determining the electronic interaction and optical function.

Nitrogen-Doping Enables Covalent-Like π−π Bonding 
between Graphenes
Yong-Hui Tian, Jingsong Huang, Bobby G. Sumpter, Miklos 
Kertesz, Nano Lett. 15, 5482-5491 (2015). DOI: 10.1021/
acs.nanolett.5b01940
The neighboring layers in bilayer (and few-layer) graphenes 
of both AA and AB stacking motifs are known to be 
separated at a distance corresponding to van der Waals 
(vdW) interactions. In this Letter, we present for the first 
time a new aspect of graphene chemistry in terms of a 
special chemical bonding between the giant graphene 
“molecules”. Through rigorous theoretical calculations, 
we demonstrate that the N-doped graphenes (NGPs) with 
various doping levels can form an unusual two-dimensional 
(2D) π–π bonding in bilayer NGPs bringing the neighboring 
NGPs to significantly reduced interlayer separations. The 
interlayer binding energies can be enhanced by up to 
50% compared to the pristine graphene bilayers that are 
characterized by only vdW interactions. Such an unusual 

chemical bonding arises from the π–π overlap across 
the vdW gap while the individual layers maintain their 
in-plane π-conjugation and are accordingly planar. The 
existence of the resulting interlayer covalent-like bonding 
is corroborated by electronic structure calculations and 
crystal orbital overlap population (COOP) analyses. In 
NGP-based graphite with the optimal doping level, the 
NGP layers are uniformly stacked and the 3D bulk exhibits 
metallic characteristics both in the in-plane and along the 
stacking directions.  

Alloy Engineering of Defect Properties in 
Semiconductors: Suppression of Deep Levels in 2D 
Transition-metal Dichalcogenides
Bing Huang, Mina Yoon, Bobby G Sumpter, Su-Huai Wei, 
Feng Liu, Phys. Rev. Lett. accepted (2015).
Developing practical approaches to effectively reduce 
the amount of deep defect levels in semiconductors 
is critical for their use in electronic and optoelectronic 
devices, but this still remains a very challenging task. In 
this Letter, we propose that specific alloying can provide 
an effective means to suppress the deep defect levels in 
semiconductors while maintaining their basic electronic 
properties. Specifically, we demonstrate that for transition-
metal dichalcogenides, such as MoSe2 and WSe2, where 
anion vacancies are the most abundant defects that can 
induce deep levels, the deep levels can be effectively 
suppressed in Mo1−xWxSe2 alloys at low W concentrations. 
This surprising phenomenon is associated with the fact 
that the band edge energies can be substantially tuned by 
the global alloy concentration, whereas the defect level is 
controlled locally by the preferred locations of Se vacancies 
around W atoms. Our findings illustrate a concept of alloy 
engineering and provide a promising approach to control 
the defect properties of semiconductors.

Mechanisms of Stress Release in Graphene Materials
Colin Daniels, Andrew Horning, Anthony Phillips, Daniel 
V. P. Massote, Liangbo Liang, Zachary Bullard, Bobby G. 
Sumpter, Vincent Meunier, J. Phys: Cond. Matter, (2015). 
In both research and industry, materials will be exposed to 
stresses, be it during fabrication, normal use, or mechanical 
failure. The response to external stress will have an 
important impact on properties, especially when atomic 
details govern the functionalities of the materials. This 
review aims at summarizing current research involving the 
responses of graphene and graphene materials to applied 
stress at the nanoscale, and to categorize them by stress-
strain behavior. In particular, we consider the reversible 
functionalization of graphene and graphene materials by 
way of elastic deformation and strain engineering, the 
plastic deformation of graphene oxide and the emergence 
of such in normally brittle graphene, the formation of 
defects as a response to stress under high temperature 
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annealing or irradiation conditions, and the properties that 
affect how, and mechanisms by which, pristine, defective, 
and polycrystalline graphene fail catastrophically during 
fracture. Overall we find that there is significant potential 
for the use of existing knowledge, especially that of strain 
engineering, as well as potential for additional research 
into the fracture mechanics of polycrystalline graphene 
and device functionalization by way of controllable plastic 
deformation of graphene.

Big-Deep-Smart Data in Imaging for Guiding 
Materials Design
S. Kalinin, B. G. Sumpter, R. Archibald, Nature Materials,  
DOI: 10.1038/NMAT4395 (2015).
Harnessing big data, deep data, and smart data from 
state-of-the-art imaging might accelerate the design and 
realization of advanced functional materials. Here we 
discuss new opportunities in materials design enabled by 
the availability of big data in imaging and data analytics 
approaches, including their limitations, in material systems 
of practical interest. We specifically focus on how these 
tools might help realize new discoveries in a timely manner. 
Such methodologies are particularly appropriate to explore 
in light of continued improvements in atomistic imaging, 
modelling and data analytics methods.

Van der Waals Epitaxy Growth of Large-Area, Two-
Dimensional GaSe on Graphene
Xufan Li,  Leonardo Basile, Bing Huang, Cheng Ma, 
Jaekwang Lee, Ivan V. Vlassiouk, Alexander A. Puretzky, 
Ming-Wei Lin, Mina Yoon, Miaofang Chi, Juan C. 
Idrobo, Christopher M. Rouleau,  Bobby G. Sumpter, 
David B. Geohegan, Kai Xiao, ACS Nano DOI: 10.1021/
acsnano.5b01943 (2015).
Two-dimensional (2D) van der Waals (vdW) 
heterostructures are a family of artificially structured 
materials that promise tunable optoelectronic properties 
for devices with enhanced functionalities. Compared to 
transferring, direct epitaxy of vdW heterostructures is 
ideal for clean interlayer interfaces and scalable device 
fabrication. Here we report the synthesis and preferred 
orientations of 2D GaSe atomic layers on graphene (Gr) 
by vdW epitaxy. GaSe crystals are found to nucleate 
predominantly on random wrinkles or grain boundaries 
of graphene, share a preferred lattice orientation with 
underlying graphene, and grow into large (tens of 
micrometers) irregularly shaped, single-crystalline domains. 
The domains are found to propagate with triangular 
edges that merge into the large single crystals during 
growth. Electron diffraction reveals that approximately 
50% of the GaSe domains are oriented with a 10.5 ± 0.3° 
interlayer rotation with respect to the underlying graphene. 
Theoretical investigations of interlayer energetics reveal 
that a 10.9° interlayer rotation is the most energetically 
preferred vdW heterostructure. In addition, strong 

charge transfer in these GaSe/Gr vdW heterostructures is 
predicted, which agrees with the observed enhancement 
in the Raman E21g band of monolayer GaSe and highly 
quenched photoluminescence compared to GaSe/SiO2. 
Despite the very large lattice mismatch of GaSe/Gr 
through vdW epitaxy, the predominant orientation control 
and convergent formation of large single-crystal flakes 
demonstrated here is promising for the scalable synthesis 
of large-area vdW heterostructures for the development of 
new optical and optoelectronic devices.

Untangling the Effects of Chain Rigidity on the 
Structure and Dynamics of Strongly Adsorbed 
Polymer Melts
Jan-Michael Y. Carrillo, Shiwang Cheng, Rajeev Kumar, 
Monojoy Goswami, Alexei P. Sokolov, Bobby G. Sumpter, 
Macromolecules 48, 4207−4219 (2015). DOI: 10.1021/acs.
macromol.5b00624
We present a detailed analysis of coarse-grained molecular 
dynamics simulations of semiflexible polymer melts in 
contact with a strongly adsorbing substrate. We have 
characterized the segments in the interfacial layer by 
counting the number of trains, loops, tails, and unadsorbed 
segments. For more rigid chains, a tail and an adsorbed 
segment (a train) dominate while loops are more prevalent 
in more flexible chains. The tails exhibit a nonuniformly 
stretched conformation akin to the “polydisperse 
pseudobrush” originally envisioned by Guiselin. To probe 
the dynamics of the segments, we computed the layer 
z-resolved collective intermediate dynamic structure factor, 
S(q,t,z), mean-square displacement of segments, and the 
second Legendre polynomial of the time autocorrelation of 
unit bond vectors, P2[ni(t,z)·ni(0,z)]. Our results show that 
segmental dynamics is slower for stiffer chains, and there 
is a strong correlation between the structure and dynamics 
in the interfacial layer. There is no “glassy layer”, and the 
slowing down in dynamics of stiffer chains in the adsorbed 
region can be attributed to the densification and a more 
persistent layering of segments.

Peculiarity of Two Thermodynamically-Stable 
Morphologies and Their impact on the Efficiency 
of Solution-Processed Small Molecule Bulk 
Heterojunction Photovoltaic Devices
Nuradhika Herath, Sanjib Das, Jong K. Keum, Jiahua Zhu, 
Rajeev Kumar, Ilia N. Ivanov, Bobby G. Sumpter, James F. 
Browning, Kai Xiao, Gong Gu, Pooran Joshi, Sean Smith, 
Valeria Lauter, Nature Sci. Reports, 5: 13407 (2015). DOI: 
10.1038/srep13407
Structural characteristics of the active layers in organic 
photovoltaic (OPV) devices play a critical role in 
charge generation, separation and transport. Here 
we report on morphology and structural control of 
p-DTS(FBTTh2)2:PC71BM films by means of thermal 
annealing and 1,8-diiodooctane (DIO) solvent additive 
processing, and correlate it to the device performance. By 
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combining surface imaging with nanoscale depth-sensitive 
neutron reflectometry (NR) and X-ray diffraction, three-
dimensional morphologies of the films are reconstituted 
with information extending length scales from nanometers 
to microns. DIO promotes the formation of a well-
mixed donor-acceptor vertical phase morphology with a 
large population of small p-DTS(FBTTh2)2 nanocrystals 
arranged in an elongated domain network of the film, 
thereby enhancing the device performance. In contrast, 
films without DIO exhibit three-sublayer vertical phase 
morphology with phase separation in agglomerated 
domains. Our findings are supported by thermodynamic 
description based on the Flory-Huggins theory with 
quantitative evaluation of pairwise interaction parameters 
that explain the morphological changes resulting from 
thermal and solvent treatments. Our study reveals that 
vertical phase morphology of small-molecule based OPVs 
is significantly different from polymer-based systems. The 
significant enhancement of morphology and information 
obtained from theoretical modeling may aid in developing 
an optimized morphology to enhance device performance 
for OPVs.

Controlling Molecular-Ordering in Solution-State 
Conjugated Polymers
Jiahua Zhu, Youngkyu Han, Rajeev Kumar, Youjun He, 
Kunlun Hong, Peter Bonnesen, Bobby G. Sumpter, 
Changwoo Do, Sean Smith, Ilia Ivanov, Changwoo Do, 
Nanoscale DOI: 10.1039/C5NR02037A (2015)
Rationally encoding molecular interactions that can 
control the assembly structure and functional expression 
in a solution of conjugated polymers hold great potential 
for enabling optimal organic optoelectronic and sensory 
materials. In this work, we show that thermally-
controlled and surfactant-guided assembly of water-
soluble conjugated polymers in aqueous solution is a 
simple and effective strategy to generate optoelectronic 
materials with the desired molecular ordering. We have 
studied a conjugated polymer consisting of a hydrophobic 
thiophene backbone and hydrophilic, thermo-responsive 
ethylene oxide side groups, which shows a step-wise, 
multi-dimensional assembly in water. By incorporating the 
polymer into phase-segregated domains of an amphiphilic 
surfactant in solution, we demonstrate that both chain 
conformation and degree of molecular ordering of the 
conjugated polymer can be tuned in hexagonal, micellar 
and lamellar phases of the surfactant solution. The 
controlled molecular ordering in conjugated polymer 
assembly is demonstrated as a key factor determining the 
electronic interaction and optical function.

Two-Dimensional, Ordered, Double Transition Metals 
Carbides (MXenes)
B. Anasori, Y. Xie, M. Beidaghi, J. Lu, B. Hosler, L. Hultman, 
P. R. C. Kent, Y. Gogotsi and M. W. Barsoum. ACS Nano 
(2015). Editor’s choice, video highlight. http://dx.doi.
org/10.1021/acsnano.5b03591
The higher the chemical diversity and structural complexity 
of two-dimensional (2D) materials, the higher the likelihood 

they possess unique and useful properties. Herein, density 
functional theory (DFT) is used to predict the existence 
of two new families of 2D ordered, carbides (MXenes), 
M′2M″C2 and M′2M″2C3, where M′ and M″ are two 
different early transition metals. In these solids, M′ layers 
sandwich M″ carbide layers. By synthesizing Mo2TiC2Tx, 
Mo2Ti2C3Tx, and Cr2TiC2Tx (where T is a surface 
termination), we validated the DFT predictions. Since the 
Mo and Cr atoms are on the outside, they control the 2D 
flakes’ chemical and electrochemical properties. The latter 
was proven by showing quite different electrochemical 
behavior of Mo2TiC2Tx and Ti3C2Tx. This work further 
expands the family of 2D materials, offering additional 
choices of structures, chemistries, and ultimately useful 
properties.

Ebolavirus Comparative Genomics
Jun SR, Leuze MR, Nookaew I, Uberbacher EC, Land M, 
Zhang Q, Wanchai V, Chai J, Nielsen M, Trolle T, Lund O, 
Buzard GS, Pedersen TD, Wassenaar TM, Ussery DW; FEMS 
Microbiol Rev. 2015 Sep;39(5):764-78. doi: 10.1093/femsre/
fuv031. Epub 2015 Jul 14.
The 2014 Ebola outbreak in West Africa is the largest 
documented for this virus. To examine the dynamics of this 
genome, we compare more than 100 currently available 
ebolavirus genomes to each other and to other viral 
genomes. Based on oligomer frequency analysis, the family 
Filoviridae forms a distinct group from all other sequenced 
viral genomes. All filovirus genomes sequenced to date 
encode proteins with similar functions and gene order, 
although there is considerable divergence in sequences 
between the three genera Ebolavirus, Cuevavirus and 
Marburgvirus within the family Filoviridae. Whereas all 
ebolavirus genomes are quite similar (multiple sequences 
of the same strain are often identical), variation is most 
common in the intergenic regions and within specific areas 
of the genes encoding the glycoprotein (GP), nucleoprotein 
(NP) and polymerase (L). We predict regions that could 
contain epitope-binding sites, which might be good vaccine 
targets. This information, combined with glycosylation sites 
and experimentally determined epitopes, can identify the 
most promising regions for the development of therapeutic 
strategies.This manuscript has been authored by 
UT-Battelle, LLC under Contract No. DE-AC05-00OR22725 
with the U.S. Department of Energy. The United States 
Government retains and the publisher, by accepting the 
article for publication, acknowledges that the United States 
Government retains a non-exclusive, paid-up, irrevocable, 
world-wide license to publish or reproduce the published 
form of this manuscript, or allow others to do so, for 
United States Government purposes. The Department 
of Energy will provide public access to these results of 
federally sponsored research in accordance with the DOE 
Public Access Plan (http://energy.gov/downloads/doe-
public-access-plan).
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The Computer Science and Mathematics Division (CSMD) is ORNL’s premier source of basic 
and applied research in high-performance computing, applied mathematics, and intelligent 
systems. Basic and applied research programs are focused on computational sciences, 
intelligent systems, and information technologies.
Our mission includes working on important national priorities with advanced computing 
systems, working cooperatively with U.S. industry to enable efficient, cost-competitive 
design, and working with universities to enhance science education and scientific 
awareness. Our researchers are finding new ways to solve problems beyond the reach 
of most computers and are putting powerful software tools into the hands of students, 
teachers, government researchers, and industrial scientists.
The Division is composed of nine Groups.  These Groups and their Group Leaders are:
• Complex Systems – Jacob Barhen
• Computational Biomolecular Modeling & Bioinformatics – Mike Leuze
• Computational Chemical and Materials Sciences – Bobby Sumpter
• Computational Earth Sciences – Kate Evans 
• Computational Engineering and Energy Sciences – John Turner
• Computational Applied Mathematics – Clayton Webster 
• Computer Science Research – David Bernholdt
• Future Technologies – Jeff Vetter
• Scientific Data – Scott Klasky
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