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A Spectral Transform Dynamical 
Core Option within the Community 
Atmosphere Model
K. J. Evans, S. Mahajan, M. Branstetter, J. 
McClean, J. Caron, M. Maltrud, J. Hack, D. 
Bader, R. Neale, J. Leifeld

Researchers demonstrated a reasonable 
mean climate as a benchmark for follow-on 
higher resolution simulation.

An ensemble of simulations covering the 
present day observational period using 
forced sea surface temperatures and 
prescribed sea-ice extent is configured 
with a spectral transform dynamical core 
(T85) within the Community Atmosphere 
Model (CAM), version 4, and is evaluated 
relative to observed and model derived 
datasets. The spectral option is well-known 
and its relative computational efficiency for 
smaller computing platforms allows it to be 
extended to perform high-resolution climate 
length simulations.

The simulation quality is equivalent to 
the standard one-degree finite volume 
dynamical core. The spectral core, which 

is computationally efficient for smaller 
computing platforms, is shown to be a 
viable option for CAM and fully coupled 
Community Earth System Model simulations.

Work was performed at ORNL, and used 
OLCF as part of the DOE BER Ultra-High 
Resolution project

Full Document: http://onlinelibrary.wiley.
com/doi/10.1002/2014MS000329/abstract

Mean of surface Temperature extremes over 
the NH summer season averaged for 1979-

2005 using the T85 CAM4 model.

http://onlinelibrary.wiley.com/doi/10.1002/2014MS000329/abstract
http://onlinelibrary.wiley.com/doi/10.1002/2014MS000329/abstract


Multilevel Monte Carlo Method with Application 
to Uncertainty Quantification in Oil Reservoir 
Simulation 
D. Lu, G. Zhang, C. Webster, and C. Barbier

The rational management of oil and gas reservoirs 
requires understanding of their response to existing and 
planned schemes of exploitation and operation. Such 
understanding requires analyzing and quantifying the 
influence of the subsurface uncertainty on predictions of 
oil and gas production. As the subsurface properties are 
typically heterogeneous causing a large number of model 
parameters, the dimension independent Monte Carlo (MC) 
method is usually used for uncertainty quantification (UQ). 
By using a multilevel Monte Carlo (MLMC) method 
to improve computational efficiency in uncertainty 
quantification for high dimensional problems, researchers 
can significantly reduce the computational cost, which 
helps decision-makers make economic and management 
decisions in a reasonable time. 

This work is supported by LDRD program of Oak Ridge 
National Laboratory.

Full Document: http://www.csm.ornl.gov/newsite/
documents/MLMC_DanLu.pdf

Interfacial Properties and Design of Functional Energy 
Materials
Bobby G. Sumpter, Liangbo Liang, Adrien Nicolaï, Vincent 
Meunier

Researchers advanced the understanding and provided 
results that map out a possible way to successfully 
manipulating self-assembly of functional materials that can 
deliver improved energy transport, conversion and storage 
properties.

This control of interfacial and nanostructure (orientation 
and bonding) impacts a broad range of present and future 
energy materials, including organic photovoltaics, energy 
storage, fuel cells, membranes for CO2 capture, gas and 
water purification, and stronger light-weight materials 
that can result in energy savings. Additionally, the study 
of this area of nanoscience continues to provide advances 
for the design of improved materials for electronic devices 
and sensors as well as to address future challenges in 
integrating materials with exceptional properties into other 
application areas.

This work was performed at the Oak Ridge National 
Laboratory, the Center for Nanophase Material Science and 
the Oak Ridge Leadership Computing Facility.

Full Document: http://pubs.acs.org/doi/abs/10.1021/
ar500180h
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Comparison of computational time between MLMC 
and standard MC for the same root mean square 

error (RMSE) in estimation of expectation.

Left frame shows a high resolution scanning 
tunneling microscope image of monomers self-
assembled onto a copper surface.  Right frame 
shows an atomistic image obtained from first 

principles calculations.

http://www.csm.ornl.gov/newsite/documents/MLMC_DanLu.pdf
http://www.csm.ornl.gov/newsite/documents/MLMC_DanLu.pdf
http://pubs.acs.org/doi/abs/10.1021/ar500180h
http://pubs.acs.org/doi/abs/10.1021/ar500180h


Almost Perfect Diffraction Limited Beam Combination 
from a Commercial Quality Non-Identical Array of 
High-Power Broad Area Laser Diodes
Bo Liu and Yehuda Braiman

Researchers demonstrated coherent beam combination 
from an array of high-power broad area laser diodes with 
almost perfect beam quality (1.5-1.6 diffraction limit) and 
95-99% visibility, high power conversion efficiency (in the 
range of 20%), and narrow line-width (0.1 nm).

Free-running broad area laser diodes support multiple 
spatial modes and subsequently emit very poor 
beam quality. Demonstration of almost perfect phase 
synchronization and coherence from commercial quality, 
non-identical, broad area array is of fundamental 
importance to our understanding of how large, 
heterogeneous, multiple spatial mode cavities phase-
synchronize. This demonstration has direct impact 
on variety of applications including beam combining 
of high power lasers for (a) directed energy, (b) laser 
communication source, and (c) laser pump of fiber and 
solid state lasers.     

Funding for this work was provided by the Office of Naval 
Research. 

Full Document: http://www.csm.ornl.gov/newsite/
documents/OptExp_21_31218_2013.pdf

Conformational Electroresistance and Hysteresis in 
Nanoclusters
Xiang-Guo Li, X.-G. Zhang, and Hai-Ping Cheng

The existence of multiple thermodynamically stable 
isomer states is one of the most fundamental properties 
of small clusters. This work shows that the conformational 
dependence of the Coulomb charging energy of a 
nanocluster leads to a giant electroresistance, where 
charging induced conformational distortion changes the 
blockade voltage. The intricate interplay between charging 
and conformation change is demonstrated in a Zn3O4 
nanocluster by combining a first-principles calculation 
with a temperature-dependent transport model. The 
predicted hysteretic Coulomb blockade staircase in the 
current−voltage curve adds another dimension to the 
rich phenomena of tunneling electroresistance. The new 
mechanism provides a better controlled and repeatable 
platform to study conformational electroresistance.

Work was performed at University of Florida and the 
Center for Nanophase Materials  Sciences,  Materials 
Sciences and Engineering Division.  This work was 
supported by the US Department of Energy (DOE), Office of 
Basic Energy Sciences (BES), under Contract No. DE-FG02-
02ER45995. A portion of this research was conducted at 
the Center for Nanophase Materials Sciences, which is 
sponsored at Oak Ridge National Laboratory by the Division 

of Scientific User Facilities (X.-G.Z.). The computation was 
done using the utilities of the National Energy Research 
Scientific Computing Center (NERSC). 

Full Document: http://pubs.acs.org/doi/abs/10.1021/
nl5014458
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Almost perfect diffraction limited (1.5 diffraction 
limited) far field pattern from a high power, broad 

area laser diode array consisting of ten diodes 
(Figure (a)) and very narrow line-width spectrum 
(0.1 nm) of the phase-locked laser array (Figure 

(b)). Dashed line shows the calculated diffraction 
limited far field. 

Top: I-V curves and 
hysteresis for a 
Zn3O4 nanocluster. 
Conformation 
dependent charging 
and discharging 
processes are labeled 
by circled numbers. 
Bottom: Stable 
geometries for the 
neutral (top row) and 
charged (bottom row) 
states without (a) and 
with (b) substrates. 

http://www.csm.ornl.gov/newsite/documents/OptExp_21_31218_2013.pdf
http://www.csm.ornl.gov/newsite/documents/OptExp_21_31218_2013.pdf
http://pubs.acs.org/doi/abs/10.1021/nl5014458
http://pubs.acs.org/doi/abs/10.1021/nl5014458


Stochastic Parameterization to Represent Variability 
and Extremes in Climate Modeling
R. Langan, R. Archibald, M. Plumlee, S. Mahajan, D. 
Ricciuto, C. Yang, R. Mei, J. Mao, X. Shi, and J. S. Fu

Unresolved sub-grid processes, those that are too small 
or dissipate too quickly to be captured within a model’s 
spatial resolution, are not adequately parameterized 
by conventional numerical climate models. Sub-grid 
heterogeneity is lost in parameterizations that quantify 
only the ‘bulk effect’ of sub-grid dynamics on the 
resolved scales. A unique solution, one unreliant on 
increased grid resolution, is the employment of stochastic 
parameterization of the sub-grid to reintroduce variability. 
The researchers administered this approach in a coupled 
land-atmosphere model, one that combines the single-
column Community Atmosphere Model (CAM-SC) and 
the single-point Community Land Model (CLM-SP), by 
incorporating a stochastic representation of sub-grid 
latent heat flux to force the distribution of precipitation. 
Sub-grid differences in surface latent heat flux arise 
from the mosaic of Plant Functional Types (PFT) that 
describe terrestrial land cover. With the introduction of 
a stochastic parameterization framework to affect the 
distribution of sub-grid PFT’s, the researchers alter the 
distribution of convective precipitation over regions with 
high PFT variability. The stochastically forced precipitation 
probability density functions (pdf) show lengthened 
tails, demonstrating the retrieval of rare events. Through 
model data analysis they show that the stochastic model 
increases both the frequency and intensity of rare events in 
comparison to conventional deterministic parameterization.

Coupled land-atmosphere climate calculations were run 
using Oak Ridge Leadership Computing Facility’s (OLCF’s) 
Titan supercomputer. Funding for this work was provided 
by the US Department of Energy through ORNL’s LDRD 
program.

Full Document: http://www.sciencedirect.com/science/
article/pii/S1877050914002804
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The stochastic parameterization implementation in 
the coupled Community Atmosphere Model (CAM) 

and Community Land Model (CLM) predicts heavy rain 
events with greater frequency such that overall error in 

precipitation pdfs is reduced.

An extreme rainfall event modeled by 50 stochastic 
ensembles (in green) and 50 control ensembles (in 

red) is depicted as a function of time. In this figure, all 
trajectories follow the same event yet in many stochastic 
trajectories show increased storm intensity and duration.

http://www.sciencedirect.com/science/article/pii/S1877050914002804
http://www.sciencedirect.com/science/article/pii/S1877050914002804


Understanding How to Manipulate the Nanoscale 
Assembly of Organic Photovoltaic Donor/Acceptor 
Films
M. Shao, J. K. Keum, R. Kumar, J. Chen

Researchers reported the results of a comprehensive 
investigation of the effects of the processing additive 
diiodooctane (DIO) on the morphology of the established 
blend of PBDTTT-C-T polymer and the fullerene derivative 
PC71BM used in organic photovoltaics (OPVs), starting 
from the casting solution and tracing the effects to spun-
cast thin films by using neutron/x-ray scattering, neutron 
reflectometry and other characterization techniques 
corroborated by theory and modeling. The results reveal 
that DIO has no observable effect on the structures of 
PBDTTT-C-T and PC71BM in solution, however in the spun-
cast films, it significantly promotes their molecular ordering 
and phase segregation, resulting in improved power 
conversion efficiency (PCE). Thermodynamic analysis based 
on Flory-Huggins theory provides a rationale for the effects 
of DIO on different characteristics of phase segregation 
due to changes in concentration resulting from evaporation 
of the solvent and additive during film formation. In 
summary, a comprehensive suite of characterization 
techniques and theoretical analyses revealed both the 
lateral and vertical morphological effects of the processing 
additive diiodooctane, DIO, on the formation of bulk-
heterojunctions and the resulting organic photovoltaic 
device parameters starting from a donor/acceptor polymer 
blend PBDTTT-C-T:PC71BM in solution, to the spin-cast 
films.

This research was conducted at the Center for Nanophase 
Materials Sciences  (CNMS), High flux Isotope Reactor 
(HFIR) and Spallation Neutron Source (SNS) at Oak Ridge 
National Laboratory. This research was conducted at the 
Center for Nanophase Materials Sciences (CNMS), High 
flux Isotope Reactor (HFIR) and Spallation Neutron Source 
(SNS) that are sponsored at Oak Ridge National Laboratory 
by the Scientific User Facilities Division, U.S. Department of 
Energy. KX and DBG acknowledge the support provided by 
a Laboratory Directed Research and Development award 
from the Oak Ridge National Laboratory (ORNL). M. Shao 
and J. K. Keum contributed equally for this work.

Full Document: http://onlinelibrary.wiley.com/doi/10.1002/
adfm.201401547/abstract
 

A Computer Program for Uncertainty Analysis 
Integrating Regression and Bayesian Methods
D. Lu, M. Ye, M. C. Hill, E. P. Poeter, and G. P. Curtis

This work develops a new functionality in UCODE_2014 
to evaluate Bayesian credible intervals using the Markov 
Chain Monte Carlo (MCMC) method. The MCMC 
capability in UCODE_2014 is based on the FORTRAN 
version of the differential evolution adaptive Metropolis 
(DREAM) algorithm, which estimates the posterior 
probability density function of model parameters in high 
dimensional and multimodal sampling problems. This 
paper tests and demonstrates the MCMC capability using 
a 10-dimensional multimodal mathematical function, a 
100-dimensional Gaussian function, and a groundwater 
reactive transport model. The use of the MCMC capability 
is made straightforward and flexible. With the new 
MCMC capability, UCODE_2014 can be used to calculate 
three types of uncertainty intervals, linear confidence 
intervals, nonlinear confidence intervals, and MCMC 
Bayesian credible intervals. Ready access allows users to 
select methods best suited to their work, and to compare 
methods in many circumstances.

Full Document: http://www.sciencedirect.com/science/
article/pii/S1364815214001662
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Neutron scattering/Reflectometry (left), X-ray scattering (top 
of right), and Flory-Huggins theoretical analyses (bottom right) 

reveal both the lateral and vertical morphological effects of 
the processing additive diiodooctane, DIO, on the formation of 
bulk heterojunctions and the resulting OPV device parameters 

starting from a donor/acceptor polymer blend PBDTTT-C-
T:PC71BM in solution, to the spin-cast films. 

http://onlinelibrary.wiley.com/doi/10.1002/adfm.201401547/abstract
http://onlinelibrary.wiley.com/doi/10.1002/adfm.201401547/abstract
http://www.sciencedirect.com/science/article/pii/S1364815214001662
http://www.sciencedirect.com/science/article/pii/S1364815214001662


Hierarchical acceleration of a stochastic collocation 
method for partial differential equations with 
random input data
M. Gunzburger, P. Jantsch, A. Teckentrup, and C.Webster

Drawing inspiration from recent work in multilevel Monte 
Carlo methods, this work proposed a multilevel stochastic 
collocation method, based on a hierarchy of spatial and 
stochastic approximations. A detailed computational cost 
analysis showed, in all cases, a sufficient improvement in 
costs compared to single-level methods. Furthermore, this 
work provided a framework for the analysis of a multilevel 
version of any method for SPDEs in which the spatial 
and stochastic degrees of freedom are decoupled. The 
numerical results practically demonstrated this significant 
decrease in complexity versus single level methods for 
each of the problems considered. Likewise, the results for 
the model problem showed multilevel SC to be superior to 
multilevel MC even up to N = 20 dimensions (see right).

This work is sponsored by the Department of Energy’s 
Advanced Scientific Computing Research program.

For more information about this work, please go to www.
equinox.ornl.gov.
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Top: Cost versus error for D = (0; 1)2, and N = 20 
dimensions. Bottom: Number of samples per level 

(predicted vs actual)

Rational Design of Nanostructured Polymeric Materials
R. Kumar, S. W. Sides, M. Goswami, B. G. Sumpter, K. Hong, 
X. Wu, T. P. Russell, S. P. Gido, S. Rangou, K. Misichronis, A. 
Avgeropoulos, T. Tsoukatos, N. Hadjichristidis, F. L. Beyer, and J. 
W. Mays

Researchers developed an understanding of the role of 
conformational asymmetry in self-assembly of ordered multi-
block copolymer morphologies.  This understanding enhances 
their ability to effectively utilize self-assembly to generate 
nanoscale structures (morphologies) over large 3D volumes that 
are important for improving multiscale functional materials.

This work was performed at the Oak Ridge National Laboratory, 
the Center for Nanophase Material Science and the Oak Ridge 
Leadership Computing Facility.

Full Document: http://pubs.acs.org/doi/abs/10.1021/la304576c

TEM (top) and predicted morphologies (bottom) for 
triblock terpolymers with different sequence, volume 
fraction, and conformational asymmetry. Figure labels 
and chemical structures are shown at the bottom of 

the figure.

C.Webster
www.equinox.ornl.gov
www.equinox.ornl.gov
http://pubs.acs.org/doi/abs/10.1021/la304576c


The Eclipse Integrated Computational Environment 
and its Readiness for High Performance Computing
Jay Jay Billings

The Eclipse Integrated Computational Environment 
(ICE) provides a common, extensible platform that 
improves productivity and streamlines the workflow for 
computational scientists. It has successfully integrated 
tools and simulation suites from across the DOE complex 
into a single, unified, cross-platform workbench. It works 
well on everything from standalone machines to large 
clusters, including running and managing remote parallel 
jobs as well as connecting to remote visualization engines 
and retrieving remote data. Recent work is extending 
the platform to work on Titan and other Leadership-class 
resources where launching jobs in the queue and rendering 
large scale visualizations are a priority.

ICE enhances the productivity of computational scientists 
by streamlining their workflow. It automates many difficult 
and tedious tasks and encapsulates confusing details. It 
increases the accessibility of sophisticated modeling and 
simulation tools and high-performance computer systems 
for those with limited experience in such environments.

The development of ICE has been sponsored by DOE Office 
of Nuclear Energy, Advanced Modeling and Simulation 
(NEAMS) Program and the DOE Office of Energy Efficiency 
and Renewable Energy, Computer-Aided Engineering for 
Batteries (CAEBAT) project.

A Web-based Visual Analytic System for 
Understanding the Structure of Community Land 
Model
D. Wang, Y. Xu,, T. Janjusic, and X. Xu 

Researchers developed a Fortran CLM specific code syntax 
parser to extract application data-structure flow. This 
parser enables a web-based visual system to understand 
CESM/CLM code structures.

This work was performed by Oak Ridge National 
Laboratory, Climate Change Science Institute, and Oak 
Ridge Leadership Computing Facility.

Publication: Y. Xu, D. Wang, T. Janjusic, and X. Xu, “A 
Web-based Visual Analytic System for Understanding 
the Structure of Community Land Model”, The 2014 
International Conference on Software Engineering Research 
and Practice, July 21, 2014, Las Vegas, Nevada.
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A collage of different visualization tools in ICE. Clockwise from 
upper left: a nuclear fuel assembly, phonon data from nuclear 

scattering experiments, a model of a nuclear plant, and a model 
of a battery.

Work flow and key components of the web-based visual 
analytic system for understanding the structure of Community 

Land Model (CLM)



HERCULES: Strong Patterns Towards More Intelligent Predictive Modeling 
Eun Jung (EJ) Park, Christos Kartsaklis, and John Cavazos

Researchers introduced a static 
technique to characterize a 
program using the pattern-
driven system HERCULES. This 
characterization technique not 
only helps a user to understand 
programs by searching pattern-of-
interests, but also can be used for 
a predictive model that effectively 
selects the proper compiler 
optimizations. They formulated 
35 loop patterns, then evaluated 
their characterization technique by 
comparing the predictive models 
constructed using HERCULES 
to three other state-of-the-art 
characterization methods. 

The researchers showed that their 
models outperform three state-of-
the-art program characterization 
techniques on two multicore 
systems in selecting the best 
optimization combination from a 
given loop transformation space. 
The researchers achieved up to 
67% of the best possible speedup 
achievable with the optimization 
search space they evaluated.

Publication: EunJung Park, Christos Kartsaklis, John Cavazos, “HERCULES: Strong Patterns Towards More Intelligent Predictive 
Modeling”, 43rd International Conference on Parallel Processing (ICPP 2014).

This work was performed at the Oak Ridge Leadership Computing Facility.

Stochastic Finite Element Methods for Partial Differential Equations with Random Input Data
M. Gunzburger, C. Webster, and G. Zhang

Together with Max Gunzburger (Florida State University), Clayton Webster and Guannan Zhang published a review article 
in the premiere applied mathematics book series ACTA Numerica, Cambridge University Press, Volume 23, pp. 521650, 
2014. The review article is entitled “Stochastic finite element methods for partial differential equations with random input 
data.” Acta Numerica is the top-cited mathematics journal for the last two years in MathSciNet. It was established in 1992 
to publish widely accessible summaries of recent advances in the field. Its annual volume of review articles (5-8) is by 
“invitation-only” and includes survey papers by leading researchers in numerical analysis and scientific computing. The 
papers present overviews of recent advances and provide state-of-the-art techniques and analysis. Covering the breadth of 
numerical analysis, articles are written in a style accessible to researchers at all levels and can serve as advanced teaching 
aids.

This work is sponsored by the Department of Energy’s Advanced Scientific Computing Research program.

For more information about this work, please go to equinox.ornl.gov
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(Above) Schematic of HERCULES-based feature extraction and PoCC-targeted (Polyhedral 
Compiler Collection) model generation (a), and application on an unseen input program (b).

(Above) Average speedup achieved on four different configurations. Parenthesized figures 
indicate how “close” predicted performance is to optimal (full space search). PC is a model 

based on H/W performance counters. H is the HERCULES model. H+PC is a hybrid HERCULES 
and H/W counter model, and H+PC-R uses feedback from a linear regression model that 

informs us of the important set of features.

equinox.ornl.gov


Laboratory Directed Research and Development 
Program

CSMD currently has several ongoing and newly funded 
LDRD projects.  The following outlines some of the 
achievements and upcoming research associated with 
these projects.

Theory of neutron scattering in strongly correlated 
and disordered materials
Thomas Maier

The ability to understand and predict the behavior of solids 
is key to accelerating the discovery of new materials and 
their rapid deployment into new technologies. The goal 
of this project is to develop a new theoretical capability 
to simulate magnetic neutron scattering experiments for 
a class of systems known as strongly correlated electron 
materials, which offer particularly exciting prospects for 
applications due to their complex emergent behavior and 
exotic physical properties. We have two immediate aims: 
(1) To formulate and implement a combined electronic 
structure and random phase approximation framework 
to enable simulations of a broad range of materials with 
strong disorder and weak to moderate correlations; and (2) 
to develop efficient and controlled procedures to extract 
dynamical quantities from complementary quantum Monte 
Carlo simulations of systems with strong correlations. The 
resulting suite of tools will allow us to perform quantitative 
and predictive simulations of a wide range of materials and 
to understand and predict the magnetic structure factor 
S(Q, ω). This quantity is directly measured in neutron 
scattering experiments at the SNS and elsewhere and thus 
provides an ideal observable to test and confirm or reject 
the hypothesis made with the simulations. As a proof 
of principle, we will use these tools to study iron- and 
copper-oxide based high-temperature superconductors, for 
which we have high hopes of unraveling one of the most 
important problems at the forefront of science, the nature 
of the pairing mechanism.

Application Data Structure Layout and Access Pattern 
Port Planning for Exascale Memory Architectures
Christos Kartsaklis

The purpose of this project is to devise a memory-
architecture centric co-design tool for determining how 
the data structures of parallel applications need to change 
in layout, redundancy, and distribution for future Exascale 
systems. This will allow reasoning about the performance/
energy gains and associated software reengineering costs: 
to be able to tell which program data, either because 
of their structure or access pattern, are likely to cause 
problems or benefit from a future system and to what 
extent.

Probing functional membrane domains with high-
performance simulation and neutron scattering
Xiaolin Cheng

Cell membranes display remarkable organization in 
connection with their roles as permeability barriers and 
functional interfaces. Embedded membrane proteins 
support these roles by providing passive and active 
transport as well as mediating signal transduction, 
biosynthesis, cellular recognition and other vital 
processes. In the transverse dimension, membranes are 
compositionally asymmetric, while in the lateral dimension, 
they are believed to contain nanoscopic domains (“lipid 
rafts”) critical to their function. In this regard, questions 
arise about the interplay between lipid rafts and 
compositional asymmetry, including how asymmetry is 
maintained, whether rafts bridge the two halves(leaflets) 
of asymmetric bilayers, and if so, how. To resolve these 
questions, we will combine high-performance computer 
simulations, bottom-up assembly of asymmetric model 
membrane systems and neutron scattering experiments. 
Neutron scattering will be used to study the effects of 
compositional asymmetry, while atomistic molecular 
dynamics simulations of the experimental systems will be 
performed at biologically relevant time and length scales 
on ORNL’s Titan supercomputer using innovative, scalable 
sampling algorithms.

LDRD Projects - New Funding

9



Algorithm Resilience with Respect to Hardware Error
Miroslav Stoyanov and Clayton Webster

Researchers have developed a rigorous framework for 
numerical analysis that is  free from the assumption that all 
computations can be performed reliably.

This work allows researchers to develop mathematical 
algorithms that can produce reliable results even if 
executed on unreliable hardware, which is one of the main 
challenges on the road to exascale computing.

Associated Publications:
•	 Endeve, E., Stoyanov, M. and Webster C., 2014, 

“Numerical Analysis of ODE Solvers in the Presence of 
Hardware Faults: First-Order Methods with Application 
to Linear and Nonlinear Equations”, Oak Ridge National 
Laboratory Tech Report, ORNL/TM-2014/344.

•	 Stoyanov, M. and Webster C., 2014. “Numerical 
Analysis of Fixed Point Algorithms in the Presence of 
Hardware Faults”, SIAM Journal of Scientific Computing 
(SISC), submitted.

•	 Stoyanov, M. and Webster C., 2013. “Numerical 
Analysis of Fixed Point Algorithms in the Presence of 
Hardware Faults”, Oak Ridge National Laboratory Tech 
Report, ORNL/TM-2013/283

•	 Elliott, J. and Mueller, F. and Stoyanov, M. and Webster 
C., 2013. “Quantifying the Impact of Single Bit Flips 
on Floating Point Arithmetic”, Oak Ridge National 
Laboratory Tech Report, ORNL/TM-2013/282

Low Memory, Asymptotic Preserving Methods
C. Hauck and Y. Xing 

We have developed a low-memory Discontinuous Galerkin 
method that accurately captures the diffusion limit of 
collisional kinetic equations using only a fraction of the 
memory.

This method reduces memory requirements of standard DG 
methods by a factor of 2^d, where d is the dimensional of 
the space.

LDRD Projects - Ongoing
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The figure above shows the difference between the 
classical backward Euler integration approach and our 

resilience enhanced technique, applied to the heat equation 
approximated by a finite difference scheme. Classically 

both algorithms are first order convergent, however, when 
executed with simulated hardware faults, the standard 

Euler scheme diverges while our enhanced iteration is still 
convergent.

Convergence results near the diffusion limit.  The mixed 
method performs similarly to the original DG method, but 

with significantly less memory.  The standard second-order, 
finite volume method does not convergence.  
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Predictive Soft Matter Materials Simulations (PSoMS)
Bobby G. Sumpter, Rajeev Kumar, Michael Brown, Jay 
Billings, Sreekanth Pannala, Markus Eisenbach, Bobby 
Philip, Brad Lokitz, and John Ankner

The overarching goal of this LDRD is to develop an 
integrated computational effort to provide prediction and 
development of new/improved soft matter materials for 
energy science applications/technology with verification 
and feedback from experimental capabilities in precision 
synthesis and state-of-the-art characterization.  Toward this 
end the researchers are developing a research capability 
for multiscale-multiphysics soft matter simulation by 
implementing new algorithms that take advantage of 
data analytics, leadership and emergent computing 
architectures, and experimental verification. Specifically, 
they have developed a scalable simulation framework 
capable of providing fundamental understanding 
and for making accurate predictions of microphase 
separation in thin films of lamellar-forming polydisperse 
di-block copolymers (polydisperse PGMA block linked to 
narrowly dispersed PVDMA-d6 block). With these new 
developments, their simulation framework can directly aid 
in the design of soft matter materials targeting important 
use-based applications for enabling new functional 
materials relevant for separations, carbon capture, 
chemical purifications, and energy storage/conversion, 
as well as the traditional domain applications of high 
performance polymers and composites.

This work was performed at CNMS, SNS and OLCF.

Preparing OpenACC for Exascale with “Deep Copy” 
Support
Wei Ding (CSMD), Markus Eisenbach (NCCS & CSMD), Oscar 
R. Hernandez (CSMD), Wayne Joubert (NCCS), Christos 
Kartsaklis (CSMD)

In November, the OpenACC standards organization will 
release a technical report defining draft extensions to 
support “deep copy” of complex data structures and 
soliciting final feedback preparatory to their incorporation 
into version 3.0 of the standard, slated for release in early 
2015.

Support for “deep copy” of complex data structures 
significantly broadens the range of applications which can 
utilize the OpenACC directive-based language for (GPU and 
other) accelerators by allowing more complete descriptions 
of data structures and more control over their movement 
to and from accelerator memory.

Associated publications/presentations:
•	 David E. Bernholdt, Some Assembly Required? 

Thoughts on Programming at Extreme Scale, invited 
talk, 2014 Oil and Gas High Performance Computing 
Workshop, 2014.

•	 David E. Bernholdt, Planning for change: Designing 
large-scale software systems for emerging HPC 
environments, invited talk, 248th ACS National 
Meeting, San Francisco, CA, 2014. 

•	 Wei Ding, Oscar Hernandez, Markus Eisenbach, Wayne 
Joubert, Christos Kartsaklis, and David E. Bernholdt, 
Preparing OpenACC for Exascale, invited poster, Smoky 
Mountains Computational Science and Engineering 
Conference, Gatlinburg, TN, 2014.

LDRD Projects - Ongoing [Continued]
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Left: Chemical composition of the diblock copolymer synthesized 
that posess controlled polydispersity of one block (blue block).  

Right: The predicted morphologies for ultrathin films based on SCFT 
showing lamellar strata of different thickness that is validated using 
neutron reflectivity for spin cast solutions of the diblock copolymers. 
Fundamental understanding for the morhopholgy dependencies on 

polydispersity is depicted by the arrows labeled by energy or entropy 
dominated.

Illustration of the type of complex, pointer-based data 
structure that OpenACC’s deep copy extensions will support.



Hierarchical acceleration of a stochastic collocation 
method for partial differential equations with 
random input data
P. Jantsch, D. Galindo, C. Webster and G. Zhang 

Stochastic collocation methods for partial differential 
equations with high-dimensional random inputs 
generate large collections of similar linear equations and 
solving these linear systems is the dominant cost in the 
construction of an approximate solution. Interpolation on 
sequences of nested collocation nodes provides a natural 
multilevel hierarchy of sample points. We propose an 
accelerated method that utilizes this hierarchical structure 
to provide linear solvers with improved initial guesses and 
strong, cheap preconditioners. For a standard elliptic model 
problem we construct a priori estimates on the savings and 
computational cost of constructing an approximate solution 
using hierarchical acceleration.

This work proposes a natural way to exploit the hierarchical 
structure of nested sample points to accelerate the 
iterative solution of these linear systems. The figure to the 
right plots the cumulative iteration savings achieved by use 
of the acceleration method with different maximum sparse 
grid levels L. The savings are measured as the percentage 
reduction in the running total iteration cost relative to the 
baseline case of using zero initial vectors. The results reveal 
at least a 50% savings compared with traditional collocation 
approaches.

The article Hierarchical acceleration of a stochastic 
collocation method for partial differential equations with 
random input data (P. Jantsch, D. Galindo, C. Webster, 
G. Zhang ) is scheduled to appear this year in the SIAM 
Journal on Uncertainty Quantification.

LDRD Projects - Ongoing [Continued]
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Percentage reduction in cumulative CG iterations: at each 
level (top), and vs. error (bottom) for solving stochastic 

elliptic PDE with N = 3; 5; 7; 9; 11 dimensional random input 
field.



AToM: Advance Tokamak Modeling
CSMD Participants: David Bernholdt, Ed D’Azevedo, Wael 
Elwasif
Other ORNL Divisions: Fusion and Nuclear Materials 
Sciences
Partner Institutions: General Atomics (lead), LLNL, UCSD

Funding: U. S. Department of Energy, Office of Science, 
Office of Fusion Energy Sciences and Office of Advanced 
Scientific Computing Research through the Scientific 
Discovery through Advanced Computing (SciDAC) program

Summary: The goal of the AToM project is to enhance and 
extend the predictive modeling capabilities that currently 
exist within the US magnetic fusion program. The approach 
of AToM will be to support rather than subvert current 
workflows, build essential new infrastructure to address 
critical modeling and physics gaps, and guide integration of 
high-performance computing resources to enable a broad 
range of new physics capabilities. The guiding philosophy 
of AToM is to take a bottom-up, grassroots, collaborative 
approach that focuses on supporting, leveraging, and 
integrating the wide spectrum of existing research 
activities throughout the US fusion community. Through 
this approach, we will organically advance the state-of-the 
art toward a whole device modeling capability that has 
broad community support and buy-in. In short, AToM will 
take the US fusion program’s existing, in-use, sophisticated 
integrated modeling capabilities and make them even 
better.

Interoperable Design of Extreme-scale Application 
Software (IDEAS)
CSMD Participants: Ross Bartlett, David Bernholdt, Jeff 
Vetter
Other ORNL Divisions: Environmental Sciences Division, 
National Center for Computational Sciences
Partner Institutions: ANL (co-lead), Colorado School of 
Mines, LANL, LBNL, LLNL, PNNL, SNL (co-lead)

Funding: U. S. Department of Energy, Office of Science, 
Office of Advanced Scientific Computing Research

Summary: This project will address the software 
productivity crisis through building a new extreme-
scale scientific software ecosystem featuring four 
complementary areas of work, through which we will 
develop and demonstrate new approaches for producing, 
using, and supporting scientific software:
•	 scientific software components and libraries: improve 

interoperability and compatibility across widely used 
numerical software; address performance portability 
on new and emerging architectures; develop coupling 
and data mediator functionality for multiphysics, 
multiscale models; and develop and extract scientific 
domain components

•	 tools for developing sustainable, scalable scientific 
applications: apply tools for program understanding, 
refactoring, transformation, and code generation to 
improve software development productivity; extend 

tool functionality to address new challenges in 
extreme-scale

•	 multiphysics, multiscale models methodologies for 
software productivity: adapt software engineering 
practices for extreme-scale science community 
outreach: promote software productivity practices and 
begin to build a community

An important aspect of our work is partnering with ALCF, 
NERSC, and OLCF to begin to understand productivity issues 
from facilities perspectives and to engage the applications 
teams that use these facilities.  To ensure the effectiveness 
of our efforts, we will address the needs of two important 
use cases: (i) climate impacts on the upper Colorado river 
system and (ii) the hydrology and soil carbon dynamics 
of the Arctic tundra. These use cases will demonstrate 
the productivity gains that are possible with a software 
ecosystem that enables scientists to engage effectively in 
their areas of expertise. At the same time, because many 
application areas face similar multiphysics and multiscale 
challenges, and because many project participants pursue 
ongoing work with diverse science groups, our approach 
to the software ecosystem will also serve the broader 
extreme-scale computational science community.

News
Research team stays ahead of the computing curve in 
monumental climate modeling project
CSMD: Rick Archibald, Marcia Branstetter, Kate Evans, 
Abigail Gaddis, Forrest Hoffman, Tianyu Jiang, Salil 
Mahajan, Ben Mayer, Galen Shipman, and Pat Worley

Oak Ridge National Laboratory 
(ORNL) is one of eight Department 
of Energy (DOE) laboratories 
that will use high-performance 
computing (HPC) to develop the 
most sophisticated Earth system 
model to date for climate change 
research with scientific and energy 
applications. The national labs are 
collaborating with the National 
Center for Atmospheric Research, 
four academic institutions, and 
one private-sector company on 
this long-term project, known as 
Accelerated Climate Modeling 
for Energy, or ACME. Many of 
the ORNL team members are 
also Climate Change Science 
Institute (CCSI) researchers.

Read more at: http://phys.
org/news/2014-09-team-
monumental-climate.html#jCp

New Funding
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A mapping of sea level pressure 
(increasing from blue to red) overlaid 

with lower free atmosphere wind 
direction from a Department of 
Energy and National Center for 
Atmospheric Research climate 

simulation. 
Credit: Tianyu Jiang, ORNL

http://phys.org/news/2014-09-team-monumental-climate.html#jCp
http://phys.org/news/2014-09-team-monumental-climate.html#jCp
http://phys.org/news/2014-09-team-monumental-climate.html#jCp


Swen Boehm

Swen Boehm received his M.Sc in Network Centred 
Computing from the University of Reading in 2010. 
Swen has a background in distributed programming and 
computer engineering. He joined ORNL in 2010 through 
ORAU’s post-master program and has been working on 
several projects in Fault Tolerance and HPC middleware. 
Currently, he is working on supporting the programming 
environment and tools for OLCF, and Scalable and Fault 
Tolerant Run-Time Environments.

Pablo Seleson

Pablo Seleson is currently the 
Alston S. Householder Fellow in 
the Computational and Applied 
Mathematics Group of the 
Computer Science and Mathematics 
Division. Dr. Seleson received both 
his Bachelor’s degree in Physics 
and in Philosophy and his Master’s 
degree in Physics from the Hebrew 
University of Jerusalem in 2002 and 
2006, respectively. He obtained his 
Ph.D. in Computational Science from 

Florida State University in 2010, under the advisement 
of Prof. Max Gunzburger. After graduation, he joined the 
Institute for Computational Engineering and Sciences (ICES) 
at The University of Texas at Austin as an ICES Postdoctoral 
Fellow under the supervision of Prof. J. Tinsley Oden, where 
he also worked in close collaboration with the Computer 
Science Research Institute at Sandia National Laboratories. 
Dr. Seleson’s research focuses on multiscale material 
modeling and in mathematical and computational analysis 
of peridynamics and related nonlocal models.

Awards
Manjunath Gorentla Venkata is now 
a senior member of the IEEE.  This 
is the highest grade IEEE members 
can attain.  To be eligible for this 
distinction, candidates must:
• be engineers, scientists, 
educators, technical executives, or 
originators in IEEE-designated fields;
• have experience reflecting 
professional maturity;

• have been in professional practice for at least ten years; • 
show significant performance over a period of at least five 
of their years in professional practice.

Westinghouse–CASL team wins major computing 
award for reactor core simulations on Titan
John Turner

A team representing 
Westinghouse Electric 
Company and the 
Consortium for Advanced 
Simulation of Light-
Water Reactors (CASL), 
a Department of Energy (DOE) Innovation Hub led by 
Oak Ridge National Laboratory (ORNL), has received an 
International Data Corporation HPC Innovation Excellence 
Award for applied simulation on Titan, the nation’s most 
powerful supercomputer, which is managed by the Oak 
Ridge Leadership Computing Facility at ORNL. The award 
recognizes achievements made by industry users of high-
performance computing technologies and was presented to 
awardees on June 24 at the International Supercomputing 
Conference in Leipzig, Germany.

CSMD staff have been instrumental in CASL’s success, 
so we’re pleased to see this award demonstrating the 
deployment of advanced simulation capabilities to
U.S. Industry.

Full Article Here: https://www.olcf.ornl.gov/2014/07/02/
westinghouse-casl-team-wins-major-computing-award-for-
reactor-core-simulations-on-titan/

CSMD Seminar Series
•	 Stanley Osher: What Sparsity and l1 Optimization Can 

Do For You
•	 Jeffrey Willert: Increased Efficiency and Functionality 

inside the Moment-Based Accelerated Thermal 
Radiation Transport Algorithm

•	 Swen Boehm: STCI - A scalable approach for tools and 
runtimes

•	 Ewa Deelman: Science Automation with the Pegasus 
Workflow Management System

•	 C. David Levermore: Coarsening of Particle Systems
•	 Quan Long: Laplace method for optimal Bayesian 

experimental design with applications in impedance 
tomography and seismic source inversion

•	 Pierre Gremaud: Impedance boundary conditions for 
flows on networks

•	 Frederique Laurent-Negre: High order moment 
methods for the description of spray: mathematical 
modeling and adapted numerical methods

•	 Christos Kavouklis: Numerical Solution of the 3D 
Poisson Equation with the Method of Local Corrections

•	 Kody John Hoffman Law: Dimension-independent, 
likelihood-informed (DILI) MCMC (Markov chain 
Monte Carlo) sampling algorithms for Bayesian inverse 
problems

•	 Xubin (Ben) He: High Performance and Reliable Storage 
Support for Big Data

New Faces
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•	 David E. Bernholdt, program committee, International 
Workshop on GPUs and Scientific Computing (GSC 
2014)

•	 David E. Bernholdt, source selection panel, Design 
Forward 2

•	 David E. Bernholdt, program committee, Workshop on 
the Latest Advances in Scalable Algorithms for Large-
Scale Systems (ScalA 2014)

•	 David E. Bernholdt, program committee, Second 
International Workshop on Software Engineering for 
High Performance Computing in Computational Science 
and Engineering (SEHPCCSE14)

•	 Christian Engelmann, reviewer, IEEE Transactions on 
Computers (TC)

•	 Christian Engelmann, technical posters program 
committee member, International Conference for High 
Performance Computing, Networking, Storage and 
Analysis (SC) 2014

•	 Christian Engelmann, peer reviewer, Journal of Parallel 
and Distributed Computing (JPDC)

•	 Christian Engelmann, technical program committee 
chair, Workshop on Latest Advances in Scalable 
Algorithms for Large-Scale Systems (ScalA), in 
conjunction with the IEEE/ACM International 
Conference on High Performance Computing, 
Networking, Storage and Analysis (SC)

•	 Manjunath Gorentla Venkata, Program Committee 
Member, High Performance Computing, HiPC 2014

•	 Manjunath Gorentla Venkata, Program Committee 
Member, Advances in Computing, Communications and 
Informatics - Industry Track, ICACCI 2014

•	 Manjunath Gorentla Venkata, Program Committee 
Member, Advances in VLSI Circuit Design and CAD 
Tools, AVCDCT 2014

•	 Manjunath Gorentla Venkata, Program Committee 
Member, The 20th IEEE International Conference on 
Parallel and Distributed Systems (ICPADS 2014)

•	 Chung-Hsing Hsu co-chaired the 3rd International 
Workshop on Power-aware Algorithms, Systems, and 
Architectures in conjunction with the 43rd International 
Conference on Parallel Processing, September 10, 2014 
in Minneapolis, MN, USA

•	 Tomislav Janjusic, reviewer, International Conference 
on Parallel and Distributed Systems (ICPADS 2014)

•	 Christos Kartsaklis, track chair, Tools and Environments 
for Software Development, HPCC 2014: 16th IEEE 
International Conference on High Performance and 
Communications

•	 Christos Kartsaklis, program committee, INFOSCALE 

2014: The 5th International Conference on Scalable 
Information Systems

•	 Christos Kartsaklis, program committee, BPOE-05: The 
Fifth workshop on Big Data Benchmarks, Performance 
Optimization, and Emerging Hardware

•	 Christos Kartsaklis, program committee, The 11th ACS/
IEEE International Conference on Computer Systems 
and Applications (AICCSA’2014)

•	 Christos Kartsaklis, program committee, The 20th IEEE 
International Conference on Parallel and Distributed 
Systems (ICPADS)

•	 Christos Kartsaklis, program committee, CANDAR 2014 
: The Second International Symposium on Computing 
and Networking

•	 Eric Lingerfelt, Co-instructor, DOE Exotic Beam Summer 
School 2014, July 27 - Aug. 1, Simulations of Explosive 
Nucleosynthesis using the Computational Infrastructure 
for Nuclear Astrophysics “Hands-On” Activity.

•	 Sarah Powers, reviewer, Sustainable Computing, 
Informatics and Systems (SUSCOM)

•	 Sarah Powers, reviewer, 2014 INFORMS Workshop on 
Data Mining and Analytics

•	 Pavel Shamis, reviewer, The 20th IEEE International 
Conference on Parallel and Distributed Systems (ICPADS 
2014)

•	 Pavel Shamis, reviewer, PGAS 2014 8th International 
Conference on Partitioned Global Address Space 
Programming Models

•	 Geoffroy Vallee participated in the review of the DOE 
Lattice Quantum Chromodynamics research program, 
July 2014.

Community Service
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Summer Interns Lightning Talks Seminar
Hosted by ORNL Women In Computing Group
Organized by Dr. Tiffany M. Mintz

The ORNL Women in Computing Group hosted a Summer 
Interns Lightning Talks Seminar on July 28, 2014 in JICS 
Auditorium.  The featured speakers for this seminar were 
summer interns across Oak Ridge National Laboratory 
who have spent two or more summers at the lab.  Each 
intern was allotted five minutes to present a three-slide 
presentation summarizing the research they conducted 
while interning at ORNL.  The emcee for the seminar was 
summer intern, Oluwatosin Alabi, and the presenters and 
their research topics were:

•  Meg Drouhard - “Opinion Detectives: Visual Analytics for 
Social Media”
•  Jason Kaufman - “Modeling Building Occupancy: The 
Population Density Tables Project”
•  Kim Walker - “Modeling, Optimization and Visualization 
of the 21st Century Smart Grid”
•  Serena Pham - “Scientific Computation and Data 
Collaboration in Biophysics”
•  Sam Shadwell - “Investigating Runtime Behavior of 
Multithreaded CUDA Applications”
•  Donald Aaron Welch - “Extensions for the OpenSHMEM 
Specification for One-Sided Communication”
•  Eun Jung Park - “Selecting Compiler Optimizations 
Intelligently Using Program Analysis and Machine Learning”

This seminar provided each of the speakers a platform 
to showcase their work and highlight their experience at 
the lab.  Many researchers across ORNL who represented 
several disciplines attended the seminar, and asked thought 

provoking questions and provided helpful feedback that 
each intern could use to help them further develop their 
careers.

When the presenters were asked, “What valuable lesson 
have you learned during your time at ORNL?” many of 
them gave very memorable responses. Here are some of 
the responses:
•  “Time spent trying to solve a problem isn’t unproductive, 
even if no tangible results are produced.  A lot of scribbling 
and bad ideas often come before you find something that 
works.” Meg Drouhard
•  “I learn something new everyday”, Jason Kaufman
•  “Despite living in the modern age and having access to 
advanced technology, sometimes we all must resort to 
using stone knives and bear skins and embrace the Kirk 
Douglas Approach.” Kim Walker
•  “If you have an idea that can positively impact your 
project, take initiative and make the idea a reality.” Serena 
Pham
•  “Revision control is good”, Sam Shadwell
•  “Sometimes your own work needs to take a back seat 
to the needs and deadlines of the group.” Donald Aaron 
Welch
•  “It is important to be active and self-motivated about 
my work, and not to hesitate to talk with my mentor often. 
Also I found internship is shorter than it looks like in the 
beginning, so it is important to have clear weekly plan 
towards the completion of my project.” Eun Jung Park

The presentations can be viewed on the Women In 
Computing Sharepoint at https://portal04.ornl.gov/sites/
ccsd/WIC/Shared%20Documents/intern_lightning_talks_
july2014.pptx.

Events
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Participants from Left to Right: Donald Aaron Welch, Serena Pham, Jason Kaufman, Tiffany Mintz 
(organizer), Oluwatosin Alabi (emcee), Meg Drouhard, Kim Walker, Sam Shadwell, and Eun Jung Park
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NiCE Releases Plot Viewer Tool
Matthew Wang, Claire Saunders, Taylor Patterson, Jordan 
Deyton, Jay Jay Billings

The NiCE team released a new tool for generating and 
displaying a variety of 2D visualizations. This new tool 
is capable of creating scatter plots, line and bar graphs, 
and contour plots from comma-separated value input 
files. The majority of the development of this tool was 
completed through a collaboration between Matthew 
Wang, a summer intern working under the direction of Jay 
Jay Billings of the Computer Science Research Group, and 
Claire Saunders, an intern under the mentorship of Vickie 
Lynch in the Scientific Data Analysis Group of the Neutron 
Data Analysis and Visualization Division. The two students 
worked together, with guidance from the NiCE team, 
throughout the summer to develop a working prototype 
of the plotting tool and finished up their time at ORNL 
by integrating their prototype into the NiCE workbench. 
Carrying a software application from inception to 
production level code was an impressive accomplishment 
for the two students.

IBOBSU Website Enhancements: Progress Update
ORNL Team Members: Eric Lingerfelt, Michael Smith, Mitch 
Ferren, Monty Middlebrook

The National Isotope Development Center (NIDC) is the 
sole government source of stable and radio-isotope 
products for science, medicine, security, and applications. 
The NIDC manages the sales and distribution of these 
isotopes through the Isotope Business Office (IBO), which 
is located at ORNL. The Isotope Business Office Business 
Systems Upgrade (IBOBSU) project is an 18-month project 
begun in Summer 2013 that is focused two separate tasks. 
The first task involves integrating the IBO’s two internal 
business systems while the second task is comprised of 
major enhancements to the NIDC website at isotopes.gov 
and the NIDC Online Management Toolkit (OMT). Multiple 
milestones associated with the second task have been 
successfully achieved in the last two quarters. Website 
enhancements associated with these milestones include 
two new web applications that allow all NIDC Preferred 
Customers associated with a particular institution to track 
the status of recently submitted online orders and access 
the full history of all orders submitted through the website. 
Preferred Customers can search and sort online orders by 
confirmation number, order status, stable isotope, or online 
order creator. These web applications also allow customers 
to cancel online orders that are still under review by NIDC 
staff and export an order as an Excel workbook. In addition 
to these deliverables, the 1.4 release of the OMT provide 
software tools for NIDC staff that allow them to process 
and manage online orders throughout the online order 
business lifecycle, update the status of an online order, 
and provide customers important information such as 
anticipated delivery dates and shipment tracking numbers. 

This work is funded by the DOE’s Office of Nuclear Physics 
under the Isotope Development and Production for 
Research and Applications (IDPRA) program.

Software
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Selected Publications and Presentations

Geoffroy Vallee presented “an adaptive end-to-end 
approach for terabit data movement optimization” at 
the Next-Generation Networks for Science (NGNS) PI 
meeting, held on September 16-17, 2014, in Rockville, 
MD.

During this presentation, Geoffroy Vallee presented 
contributions and results made over the past 3 years by 
both the ORNL and UTK teams that address the research 
challenge known as the “storage wall” (the performance 
on the parallel file system, which is currently the central 
piece of most HPC infrastructures, does not increase 
proportionally to the compute and network performance).

More precisely, G. Vallee presented extensions 
and optimizations that were made to the Common 
Communication Interface (CCI) networking substrate 
in order to achieve high-throughput and low-latency 
communications over wide area networks (WANs). In this 
context, he presented results obtained on the DOE ESnet 
ANI terabit testbed.

Howard Jay Siegel, Bhavesh Khemka, Ryan Friese, 
Sudeep Pasricha, Anthony A. Maciejewski, Gregory 
A. Koenig, Sarah Powers, Marcia Hilton, Jendra 
Rambharos, Gene Okonski, and Stephen W. Poole, 
Energy-Aware Resource Management for Computing 
Systems, In Proceedings of the 7th International 
Conference on Contemporary Computing (IC3), 
August 2014.

This paper corresponds to material that was conveyed in 
the invited keynote presentation by H. J. Siegel at the 7th 
International Conference on Contemporary Computing 
(IC3).
The paper summarizes our work over the past several 
years to address the problem of assigning dynamically-
arriving tasks to machines in a heterogeneous computing 
environment.  These machines execute a workload 
composed of different tasks, where the tasks have diverse 
computational requirements.  Each task has a utility 
function associated with it that represents the value of 
completing that task, and this utility decreases the longer 
it takes a task to complete.  The goal of our resource 
manager is to maximize the sum of the utilities earned 
by all tasks arriving in the system over a given interval of 
time, while satisfying an energy constraint.  We describe 
example energy-aware resource management methods to 
accomplish this goal, and compare their performance.  We 

also study the bi-objective problem of maximizing system 
utility and minimizing the system energy consumption.  
This analysis technique allows system administrators to 
investigate the trade-offs between these conflicting goals.

Daniel Dauwe, Ryan Friese, Sudeep Pasricha, 
Anthony A. Maciejewski, Gregory A. Koenig, and 
Howard Jay Siegel, Modeling the Effects on Power 
and Performance from Memory Interference of 
Co-located Applications in Multicore Systems, In 
Proceedings of the 2014 International Conference on 
Parallel and Distributed Processing Techniques and 
Applications (PDPTA 2014), July 2014.

This paper presents an analysis of interference trends when 
co-running multiple applications possessing varying degrees 
of memory intensity on multi-core processors.  The tests 
were conducted using the PARSEC benchmark applications 
and explore energy consumption, execution times, and 
main memory accesses when interfering applications share 
last-level cache.  The paper also explores how co-running 
applications are impacted when the processor frequency 
is modified using dynamic voltage and frequency scaling 
(DVFS).  A portable and lightweight testing framework 
is presented and results are shown for experiments 
conducted on an Intel i7 quad-core system.  It is shown that 
the degree of degradation due to co-location interference 
on execution time is highly dependent on the types and 
number of applications co-located on cores that share the 
last-level cache.

Manjunath Gorentla Venkata gives departmental 
seminar at Auburn University’s Department of 
Computer Science and Software Engineering. 
Enabling Large-Scale HPC Programming Models for 
Scientific Research - September 08, 2014

The performance and scalability of programming models 
are known to impact the performance characteristics 
of High Performance Computing (HPC) applications. 
In the exascale computing era, programming models 
have to efficiently express billion way parallelism while 
not sacrificing performance and scalability. In this talk, 
Manjunath Gorentla Venkata, research scientist in Oak 
Ridge National Laboratory’s (ORNL) Computer Science and 
Mathematics Division, will describe two ongoing projects 
at ORNL: Cheetah and Universal Common Communication 
Substrate (UCCS). These projects are aimed at improving 
performance characteristics of current programming 
models, and pave the way for efficiently implementing new 
programming models.
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Cheetah is a framework to build high-performing collectives 
libraries for current and emerging HPC systems. It employs 
hierarchical approach to achieve performance and 
scalability. To achieve the performance portability across 
diverse architectures of HPC systems, Cheetah tailors 
the algorithms and customizes its implementations to 
various communication mechanisms in a system. UCCS is 
an effort to arrive at common low-level communication 
library specification and implementation for various 
parallel programming models including Message Passage 
Interface (MPI) and OpenSHMEM, while enabling efficient 
implementation of hybrid programming models.

Bhavesh Khemka, Ryan Friese, Sudeep Pasricha, 
Anthony A. Maciejewski, Howard Jay Siegel, Gregory 
A. Koenig, Sarah Powers, Marcia Hilton, Rajendra 
Rambharos, and Steve Poole, “Utility Driven Dynamic 
Resource Management in an Oversubscribed 
Energy-Constrained Heterogeneous System,” 23rd 
International Heterogeneity in Computing Workshop, 
In Proceedings of the 28th International Parallel and 
Distributed Processing Symposium, May 2014.

This paper addresses the problem of scheduling 
dynamically-arriving tasks to machines in an oversubscribed 
heterogeneous computing environment. Each task has a 
monotonically decreasing utility function associated with 
it that represents the utility (or value) based on the task’s 
completion time. The system model presented in the 
paper is designed based on the environments of interest 
to the Extreme Scale Systems Center at Oak Ridge National 
Laboratory.
The goal of the scheduler is to maximize the total utility 
earned from task completions while satisfying an energy 
constraint.  An energy-aware heuristic is presented and its 
performance is compared to heuristics from the literature. 
The paper also presents an energy filtering technique 
for this environment that is used in conjunction with the 
heuristics.  The filtering technique adapts to the energy 
remaining in the system and estimates a fair-share of 
energy that a task’s execution can consume.  The filtering 
technique improves the performance of all the heuristics 
and distributes the consumption of energy throughout the 
day.  Based on analysis, recommendations are made for the 
level of filtering to maximize the performance of scheduling 
techniques in an oversubscribed environment.

Bibliography

Journal articles

•	 Ahn, Suk-kyun and Carrillo, Jan-Michael Y and Han, 
Youngkyu and Kim, Tae-Hwan and Uhrig, David and 
Pickel, Deanna L and Hong, Kunlun and Kilbey, S 
Michael and Sumpter, Bobby G and Smith, Gregory 
S and others; Structural Evolution of Polylactide 
Molecular Bottlebrushes: Kinetics Study by Size 
Exclusion Chromatography, Small Angle Neutron 
Scattering, and Simulations; ACS Macro Letters, vol. 3, 
pp. 862-866, 2014

•	 Allen, Melissa R. (ORNL), Fernandez, Steven J. (ORNL), 
Walker, Kimberly A. (ORNL), Fu, Joshua S. (ORNL); 
Perspective: The Climate-Population-Infrastructure 
Modeling and Simulation Fertile Area for New 
Research; Journal of Climatology and Weather 
Forecasting, 10/2014

•	 Carrillo, Jan-Michael Y and Sumpter, Bobby G; Structure 
and dynamics of confined flexible and unentangled 
polymer melts in highly adsorbing cylindrical pores; 
The Journal of chemical physics, vol.141, 7, pp.074904, 
2014

•	 Dynamics of electrical double layer formation in room-
temperature ionic liquids under constant-current 
charging conditions; Journal of Physics: Condensed 
Matter, vol. 26, 28, pp. 284109, 2014

•	 Elder, Thomas (Auburn University, Auburn, Alabama), 
Beste, Ariana (ORNL); Density Functional Theory Study 
of the Concerted Pyrolysis Mechanism for Lignin 
Models; Energy & Fuels, pp. 5229, 2014

•	 Garrett, Charles K. (ORNL), Li, Ren-Cang (University of 
Texas at Arlington); GIP integrators for Matrix Riccati 
Differential Equations; Applied Mathematics and 
Computation, pp. 283-297, 8/2014

•	 Hauck, Cory D. (ORNL), Timofeyev, Ilya (University 
of Houston, Houston), Sun, Yi (University of South 
Carolina); On Cellular Automata Models of Traffic Flow 
with Look Ahead Potential; Physical Review E, pp. 1, 
2014

•	 Humble, Travis S. (ORNL), McCaskey, Alex (ORNL), 
Bennink, Ryan S. (ORNL), Billings, Jay Jay (ORNL), 
D’Azevedo, Eduardo (ORNL), Sullivan, Blair D. (ORNL), 
Klymko, Christine F. (ORNL), Seddiqi, Hadayat (ORNL); 
An Integrated Development Environment for Adiabatic 
Quantum Programming; Computational Science & 
Discovery, pp. 15006, 2014
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•	 Jiang, Tianyu NMI (ORNL), Evans, Katherine J. 
(ORNL), Deng, Yi (Georgia Institute of Technology, 
Atlanta), Dong, Xiquan (University of North Dakota, 
Grand Forks); Intermediate frequency atmospheric 
disturbances: A dynamical bridge connecting western 
U.S. extreme precipitation with East Asian cold surges; 
Journal of Geophysical Research, pp. 3723-3735, 
4/2014

•	 Jiang, Xikai and Huang, Jingsong and Zhao, Hui and 
Sumpter, Bobby G and Qiao, Rui;

•	 Khemka, Bhavesh (Colorado State University, Fort 
Collins), Friese, Ryan (Colorado State University, Fort 
Collins), Pasricha, Sudeep (Colorado State University ), 
Maciejewski, Anthony A (Colorado State University, Fort 
Collins), Siegel, Howard Jay (Colorado State University, 
Fort Collins), Koenig, Gregory A. (ORNL), Powers, Sarah 
S. (ORNL), Hilton, Marcia M. (ORNL), Rambharos, 
Rajendra (ORNL), Poole, Stephen W. (ORNL); Utility 
Maximizing Dynamic Resource Management in an 
Oversubscribed Energy-Constrained Heterogeneous 
Computing System; Sustainable Computing: Informatics 
and Systems, pp. 1, /2014

•	 Kulkarni, Nagraj S. (ORNL), Warmack, Robert J Bruce 
(ORNL), Radhakrishnan, Balasubramaniam (ORNL), 
Hunter Jr., Jerry (Virginia Polytechnic Institute and 
State University), Sohn, Yong Ho (University of Central 
Florida), Coffey, Kevin (University of Central Florida), 
Murch, Prof. Graeme (University of Newcastle, NSW, 
Australia), Belova, Irina (University of Newcastle, NSW, 
Australia); Overview of SIMS-Based Experimental 
Studies of Tracer Diffusion in Solids and Application 
to Mg Self-Diffusion; Journal of Phase Equilibria and 
Diffusion, pp. 1-17, 9/2014

•	 Langan, Roisin T. (ORNL), Archibald, Richard K. (ORNL), 
Plumlee, Mathew (ORNL), Mahajan, Salil (ORNL), Mei, 
Rui (ORNL), Mao, J. (Oak Ridge National Laboratory 
(ORNL)), Ricciuto, Daniel M. (ORNL), Shi, Xun (ORNL), 
Fu, Joshua S. (University of Tennessee, Knoxville (UTK)); 
Stochastic Parameterization to Represent Variability 
and Extremes in Climate Modeling; Procedia Computer 
Science, pp. 1146, 2014

•	 Li, Zhou (ORNL), Wang, Yingfeng (ORNL), Yao, 
Qiuming (University of Missouri, Columbia), Justice, 
Nicholas B. (University of California, Berkeley), Ahn, 
Tae-Hyuk (ORNL), Xu, Dong (University of Missouri, 
Columbia), Hettich, Robert {Bob} L. (ORNL), Banfield, 
Jillian F. (University of California, Berkeley), Pan, 
Chongle (ORNL); Diverse and divergent protein post-
translational modifications in two growth stages of a 

natural microbial community; Nature Communications, 
pp. Article#: 4405, 2014

•	 Lu, Dan (ORNL), Ye, Ming (Florida State University, 
Tallahassee), Hill, Mary (United States Geological 
Survey (USGS)), Poeter, Eileen (Colorado School of 
Mines, Golden), Curtis, Gary (United States Geological 
Survey (USGS)); A computer program for uncertainty 
analysis integrating regression and Bayesian methods; 
Environmental Modeling & Software, pp. 45-56, 6/2014

•	 Matanovic, Ivana (ORNL), Kent, Paul R. (ORNL), Garzon, 
Fernando (Los Alamos National Laboratory (LANL)), 
Henson, Neil J. (Los Alamos National Laboratory 
(LANL)); Density functional theory study of oxygen 
reduction activity on ultrathin platinum nanotubes; 
Journal of Physical Chemistry C, pp. 16499-16510, 
8/2014

•	 Mittal, Sparsh (ORNL), Vetter, Jeffrey S. (ORNL); AYUSH: 
A Technique for Extending Lifetime of SRAM-NVM 
Hybrid Caches; IEEE Computer Architecture Letters, pp. 
1, 9/2014

•	 Mittal, Sparsh (ORNL), Zhang, Zhao (Iowa State 
University); EnCache: A Dynamic Profiling Based 
Reconfiguration Technique for Improving Cache Energy 
Efficiency; Journal of Circuits, Systems, and Computers, 
pp. 1450147, 12/2014

•	 Mittal, Sparsh (ORNL); A Survey Of Techniques for 
Managing and Leveraging Caches in GPUs; Journal of 
Circuits, Systems, and Computers, pp. 1430002, 9/2014

•	 Pei, Junchen (Peking University, Beijing/University 
of Tennessee, Knoxville(UTK)/Oak Ridge National 
Labortory(ORNL)), Fann, George I. (ORNL), Harrison, 
Robert J (Stony Brook University (SUNY)), Nazarewicz, 
W. (University of Tennessee (UTK) and Oak Ridge 
National Laboratory (ORNL)), Shi, Yue (University of 
JyvÃ¤skylÃ¤, Finland/University of Tennessee (UT)/
Oak Ridge National Laboratory (ORNL)), Thornton, 
Scott (Stony Brook University, Institute for Advanced 
Computational Science (IACS)); Adaptive multi-
resolution 3D Hartree-Fock-Bogoliubov solver for 
nuclear structure; Physical Review C, pp. 24317, 8/2014

•	 Pickel, Deanna L. (ORNL), Kilbey, II, S Michael (ORNL), 
Uhrig, David (ORNL), Hong, Kunlun (ORNL), Carrillo, 
Jan-Michael Y. (ORNL), Sumpter, Bobby G. (ORNL), Ahn, 
Suk-Kyun (ORNL), Han, Youngkyu (ORNL), Kim, Dr. Tae-
Hwan (Korea Atomic Energy Research Institute), Smith, 
Gregory Scott (ORNL), Do, Changwoo (ORNL); Structural 
Evolution of Polylactide Molecular Bottlebrushes: 
Kinetics Study by Size Exclusion Chromatography, Small 
Angle Neutron Scattering and Simulations; ACS Macro 
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Letters, pp. 862-866, 9/2014
•	 Rao, Vishwas (Virginia Polytechnic Institute and State 

University), Archibald, Richard K. (ORNL), Evans, 
Katherine J. (ORNL); Emulation to simulate low 
resolution atmospheric data; International Journal of 
Computer Mathematics, pp. 770, 2014

•	 Shao, Ming (ORNL), Keum, Jong Kahk (ORNL), Kumar, 
Rajeev (ORNL), Chen, Jihua (ORNL), Browning, Jim 
(ORNL), Chen, Wei (Argonne National Laboratory 
(ANL)), Jianhui, Hou (Chinese Academy of Sciences 
(CAS), Institute of Chemistry), Do, Changwoo 
(ORNL), Littrell, Ken (ORNL), Sanjib, Das (University 
of Tennessee, Knoxville (UTK)), Rondinone, Adam 
Justin (ORNL), Geohegan, David B. (ORNL), Sumpter, 
Bobby G. (ORNL), Xiao, Kai (ORNL); Understanding 
how processing additives tune nanoscale morphology 
of high efficiency organic photovoltaic blends: From 
casting solution to spun-cast thin film; Advanced 
Functional Materials, pp. adfm.201401547, 2014

•	 Shao, Ming and Keum, Jong Kahk and Kumar, Rajeev 
and Chen, Jihua and Browning, James F and Das, Sanjib 
and Chen, Wei and Hou, Jianhui and Do, Changwoo 
and Littrell, Kenneth C and others; Understanding How 
Processing Additives Tune the Nanoscale Morphology 
of High Efficiency Organic Photovoltaic Blends: From 
Casting Solution to Spun-Cast Thin Film; Advanced 
Functional Materials, 2014

•	 Sun, Da-Li (ORNL), Xu, Xiaoshan (ORNL), Jiang, Lu 
(ORNL), Guo, Hangwen (ORNL), Lee, Ho Nyung (ORNL), 
Snijders, Paul C. (ORNL), Ward, Thomas Zac (ORNL), 
Gai, Zheng (ORNL), Zhang, Xiaoguang (ORNL), Shen, 
Jian (University of Tennessee, Knoxville (UTK)); Active 
control of magnetoresistance of organic spin valves 
using ferroelectricity; Nature Communications, pp. 
4396, 2014

•	 Wang, Dali (ORNL), Schuchart, Joseph (Technische 
Universitat Dresden), Janjusic, Tommy (ORNL), 
Winkler, Frank (ORNL), Xu, Yang (ORNL), Kartsaklis, 
Christos (ORNL); Toward Better Understanding of 
the Community Land Model within the Earth System 
Modeling Framework; Procedia Computer Science, pp. 
1515-1524, 2014

•	 Wang, Hsiu-Wen (ORNL), Dellostritto, Mark J. (ORNL), 
Kumar, Nitin (ORNL), Kolesnikov, Alexander I. (ORNL), 
Kent, Paul R. (ORNL), Kubicki, James D. (Pennsylvania 
State University), Wesolowski, David J. (ORNL), Sofo, 
Jorge O. (Pennsylvania State University); Vibrational 
density of states of strongly H-bonded interfacial water: 
insights from inelastic neutron scattering and theory; 

Journal of Physical Chemistry C, pp. 10805-10813, 
5/2014

•	 Zhou, Jia (ORNL), Huang, Jingsong (ORNL), Sumpter, 
Bobby G. (ORNL), Kent, Paul R. (ORNL), Xie, Yu (ORNL), 
Terrones Maldonado, Humberto (ORNL), Smith, Sean 
C. (ORNL); Theoretical Predictions of Freestanding 
Honeycomb Sheets of Cadmium Chalcogenides; Journal 
of Physical Chemistry C, pp. TBD-16245, 7/2014

•	 Zhou, Jia and Huang, Jingsong and Sumpter, Bobby G 
and Kent, Paul RC and Xie, Yu and Terrones, Humberto 
and Smith, Sean Campbell; Theoretical Predictions 
of Freestanding Honeycomb Sheets of Cadmium 
Chalcogenides; The Journal of Physical Chemistry C, 
2014

Papers in conference proceedings

•	 Clarno, Kevin T. (ORNL), Palmtag, Scott (ORNL), 
Davidson, Gregory G. (ORNL), Salko, Robert K. (ORNL), 
Evans, Thomas M. (ORNL), Turner, John A. (ORNL), 
Belcourt, Kenneth (Sandia National Laboratories (SNL)), 
Hooper, Russell (Sandia National Laboratories (SNL)), 
Schmidt, Rodney (Sandia National Laboratories (SNL)), 
Coupled Neutronics Thermal-Hydraulic Solution of a 
Full-Core PWR Using VERA-CS, 2014

•	 Dauwe, Daniel (Colorado State University), Friese, Ryan 
(Colorado State University), Pasricha, Sudeep (Colorado 
State University), Maciejewski, Anthony A. (Colorado 
State University), Koenig, Gregory A. (ORNL), Siegel, 
Howard Jay (Colorado State University), Modeling 
the Effects on Power and Performance from Memory 
Interference of Co-located Applications in Multicore 
Systems, International Conference on Parallel and 
Distributed Processing Techniques and Applications, 
2014

•	 Fahey, Mark R. (ORNL), A leap forward with UTK’s Cray 
XC30, Proceedings of the 2014 Annual Conference 
on Extreme Science and Engineering Discovery 
Environment, 7/2014

•	 Mittal, Sparsh (ORNL), Vetter, Jeffrey S. (ORNL), Li, Dong 
(ORNL), LastingNVCache: A Technique for Improving the 
Lifetime of Non-volatile Caches, 7/2014

•	 Ostrouchov, George (ORNL), New, Joshua Ryan (ORNL), 
Sanyal, Jibonananda (ORNL), Patel, Pragneshkumar 
(Joint Institute for Computational Sciences), 
Uncertainty Analysis of a Heavily Instrumented Building 
at Different Scales of Simulation, 2014

•	 Rao, Nageswara S. (ORNL), On Undecidability Aspects 
of Resilient Computations and Implications to Exascale, 
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Proceedings of Resilience 2014, 7/2014
•	 Siegel, Howard Jay (Colorado State University, Fort 

Collins), Khemka, Bhavesh (Colorado State University), 
Friese, Ryan (Colorado State University), Pasricha, 
Sudeep (Colorado State University). Maciejewski, 
Anthony A. (Colorado State University), Koenig, Gregory 
A. (ORNL),  Powers, Sarah S. (ORNL), Hilton, Marcia 
M. (ORNL),  Rambharos, Rajendra (ORNL),  Okonski, 
Gene D. (ORNL),  Poole, Stephen W. (ORNL), Energy-
Aware Resource Management for Computing Systems, 
International Conference on Contemporary Computing, 
2014

•	 Shoultout, Mohamed L. (University of Texas at Austin), 
Malikopoulos, Andreas (ORNL), Pannala, Sreekanth 
(ORNL), Chen, Dongmei (University of Texas at Austin), 
Multi-Disciplinary Decision Making and Optimization 
for Hybrid Electric Propulsion Systems, 12/2014

•	 Thornton, Peter E. (ORNL), Thornton, Michele M. 
(ORNL), Mayer, Benjamin W. (ORNL), Wilhelmi, Nate 
(National Center for Atmospheric Research (NCAR)), 
Wei, Yaxing (ORNL), Devarakonda, Ranjeet (ORNL), 
Cook, Robert B. (ORNL), Daymet: Daily Surface Weather 
Data on a 1-km Grid for North America, Version 2., 
12/2014

•	 Wang, Teng (Auburn University, Auburn, Alabama), 
Oral, H Sarp (ORNL), Wang, Yandong (Auburn 
University, Auburn, Alabama), Settlemyer, Bradley 
W. (ORNL), Atchley, Scott (ORNL), Yu, Weikuan 
(Auburn University, Auburn, Alabama), BurstMem: A 
High-Performance Burst Buffer System for Scientific 
Applications, IEEE Xplore, 2014

•	 Xu, Yang (ORNL), Wang, Dali (ORNL), Janjusic, Tommy 
(ORNL), Xu, Xiaofeng (ORNL), A Web-based Visual 
Analytic System for Understanding the Structure 
of Community Land Model, The 2014 International 
Conference on Software Engineering Research and 
Practice, 2014

ORNL reports

•	 Bartlett, Roscoe A. (ORNL), TriBITS Developers Guide 
and Reference, 3/2014

•	 D’Azevedo, Ed F. (ORNL), Lothian, Josh (ORNL), Imam, 
Neena (ORNL), Poole, Stephen W. (ORNL), HPC 
Benchmarking of MPPGW, 5/2014

•	 Kim, Youngjae (ORNL), Atchley, Scott (ORNL), Vallee, 
Geoffroy R. (ORNL), Shipman, Galen M. (ORNL), ZS: 
An End-to-End Data Transfer Optimization for Terabit 
Networks, 7/2014

•	 Mittal, Sparsh (ORNL), Power Management Techniques 
for Data Centers: A Survey, 7/2014

•	 Mittal, Sparsh (ORNL), Vetter, Jeffrey S. (ORNL), Li, 
Dong (ORNL), LastingNVCache: Extending the Lifetime 
of Non-volatile Caches using Intra-set Wear-leveling, 
8/2014

•	 Philip, Bobby (ORNL), Berrill, Mark A. (ORNL), Allu, 
Srikanth (ORNL), Hamilton, Steven P. (ORNL), Clarno, 
Kevin T. (ORNL), Dilts, Gary (Los Alamos National 
Laboratory (LANL)), A Parallel Multi-Domain Solution 
Methodology Applied to Nonlinear Thermal Transport 
Problems in Nuclear Fuel Pins, 8/2014

•	 Shamis, Pavel (ORNL), Gorentla Venkata, Manjunath 
(ORNL), Poole, Stephen W. (ORNL), Kuehn, Jeffery A. 
(ORNL), Graham, Richard L. (ORNL), Welch, Donald 
A. (ORNL), Hernandez, Oscar R. (ORNL), Maccabe, 
Arthur Barney (ORNL), Brightwell, Ron (Sandia National 
Laboratories (SNL)), Universal Common Communication 
Substrate (UCCS) Specification. Version 0.3, 9/2014

•	 Simunovic, Srdjan (ORNL), Voit, Stewart L. (ORNL), 
Besmann, Theodore M. (ORNL), Oxygen Diffusion 
Model using the THERMOCHIMICA Module in Moose/
Bison, 8/2014

•	 Stoyanov, Miroslav K. (ORNL), Webster, Clayton G. 
(ORNL), Endeve, Eirik (ORNL), Numerical Analysis 
of ODE Solvers in the Presence of Hardware Faults: 
First-Order Methods with Application to Linear and 
Nonlinear Equations, 9/2014

•	 Tran, Hoang A. (ORNL), Webster, Clayton G. (ORNL), 
Zhang, Guannan (ORNL), Analysis of quasi-optimal 
polynomial approximations for stochastic PDEs with 
linear and nonlinear random coeffcients, 9/2014

•	 Zhang, Guannan (ORNL), Zhao, Weidong (Shandong 
University, Jinan, China), Webster, Clayton G. (ORNL), 
Gunzburger, Max D. (ORNL), Numerical Solution of 
Backward Stochastic Differential Equations for a Class 
of Nonlocal Diffusion Problems, 9/2014
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About this 
Newsletter

This newsletter is com-

piled from information 

submitted by CSMD 

Group leaders, public 

announcements and 

searches.

Please contact Daniel Pack 

if you have information 

you would like to contrib-

ute.

The Computer Science and Mathematics Division (CSMD) is ORNL’s premier source of basic 
and applied research in high-performance computing, applied mathematics, and intelligent 
systems. Basic and applied research programs are focused on computational sciences, 
intelligent systems, and information technologies.

Our mission includes working on important national priorities with advanced computing 
systems, working cooperatively with U.S. industry to enable efficient, cost-competitive 
design, and working with universities to enhance science education and scientific 
awareness. Our researchers are finding new ways to solve problems beyond the reach 
of most computers and are putting powerful software tools into the hands of students, 
teachers, government researchers, and industrial scientists.

The Division is composed of eight Groups.  These Groups and their Group Leaders are:
•	 Complex Systems - Jacob Barhen
•	 Computational Chemical and Materials Sciences - Bobby Sumpter
•	 Computational Earth Sciences - Kate Evans 
•	 Computational Engineering and Energy Sciences - John Turner
•	 Computational Mathematics - Clayton Webster 
•	 Computer Science Research – David Bernholdt
•	 Future Technologies - Jeff Vetter
•	 Scientific Data - Scott Klasky

CONTACTS

CSMD Director - Barney Maccabe - maccabeab@ornl.gov
Division Secretary - Lora Wolfe - wolfelm@ornl.gov
Director of Special Programs/Chief Scientist - Steve Poole - spoole@ornl.gov
Division Finance Officer - Ursula Henderson - hendersonuf@ornl.gov
Technical Communications - Daniel Pack - packdl@ornl.gov 
	
LINKS

Computer Science and Mathematics Division - www.csm.ornl.gov 
Computing and Computational Sciences Directorate - computing.ornl.gov
Oak Ridge National Laboratory - www.ornl.gov
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