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National Science Data Democratization
Consortium: Engaging Industry Partners

MINIO , N\ WEKA
Q CLOUDFLARE
= SEAL
~ IBMCloud % DoubleCloud

l\ SDDC

NSDFE-= National Science Data Fabric




Partnering with Existing NSF Initiatives
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Partnerships with DoE Lab

S
. Sandia National Laboratories
- Workflow containerization

(Trustworthy Computing; Data
Democratization)

. Lawrence Livermore National

Laboratory

- Thicket project (Large Scale
Computing and Performance)

- Flux project (Scheduling and
Resource Management)

- Fractale (Convergence of HPC,
Cloud, and Edge)
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Mission of National Science Data Fabric (NSDF):

We are building a holistic ecosystem to democratize
data-driven scientific discovery by connecting an open
network of institutions, including minority serving
institutions, with a shared, modular, containerized data
delivery environment.
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http://nationalsciencedatafabric.org/
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Our Strategy:
Understanding and
Addressing User’'s Pain Points

Democratizing Access and Use of Large-scale Data
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Implementing the NSDF Vision: User Interviews

Diagnose Pain

|dentify Users Target Questions Analyze Results

Points

e Diverse roles: Domain e General questions about data e Identify e Distill concerns into
scientists, Cl storage, data form, metadata cross-cutting concrete problem
professionals, storage, WMS, data catalogs, concerns statements
developers programming languages e Identify concerns e Translate into

e Diverse domains: e Specific questions about consistent for roles, objectives,
materials science, unique challenges related to domains, and actionable items,
climate, earth role, domain, and institution institutions and milestones
sciences, astronomy, 6
and mOl’e' Data analyst

e Diverse institutions:
R1 universities,
teaching colleges,

MSiIs, national labs, e
experimental facilities

Cl developer
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ldentifying Pain Points: Testimonials

“We don’t have a plan to scale

“If we make it easy, people will share their data. We need storage if our cyberinfrastructure “We can’t scale to PB data without massive funding or

to extend the scalability of our infrastructure through  tgkes off” - Cyberinfrastructure infrastructure. We need centralized point of access to
community supplied storage.” - Project Pl, Materials developer, Hydrology federated data” - Cyberinfrastructure Developer, Materials
Science Science

“We lack personnel to do basic development and

“The time and effort for using public repositories, and Cyber- maintenance of our systems” - Cyberinfrastructure
limited realized gains limits our data sharing” - Senior Faculty, mfrastrlucture DIRUElE el stiroaliny
Faculty, Materials Science Multi-ir\stitution Developer _ “We can’t hire enough system
Project PI Technical ?fupport maintainers and have research funding” -
Sta
“Remote quality control during acquisition SR G Erau ke
would let us better use beamline time” - Faculty, Research Faculty, NSDF 1 Y
Materials Science Smaller Projects User Communities by notebook.access to data (TBs)
Research Staff would reduce barrier to entry ” - Research
\ Staff, Climate Science
“Before | had funding to run my own experiments, data 7/
shared by a friend at a national lab launched my research Junior Faculty Postdoc/Grad “A student copies GBs of data from the scientist to my
career” - Faculty, Materials Science SuElES institution. | download to my laptop to prototype

analysis. It is cumbersome and limits testing.” -
Research Staff, Data Analysis

“I’'m perplexed by the lack of urgency around

reproducible and replicable processes for “Our old data is kept on

data management” - Faculty, Geography (external) drives. It's hard to  “Our long-term storage isa ~We move data (from light source) by flying
keep things organized” - shelf of external hard back with TB hard drives” - Graduate
Graduate Student, Materials  drives” - Research Staff, Student, Materials science
Science Neuroscience

NSDEFE-= National Science Data Fabric U ivo: M o tons SDSC 223 | @) 6



Pain Points Inform NSDF Strategy

Scarcity of Resources: Teams need to work with
limited access to human and physical resources

Workforce Development: Limited access to trained
personnel hampers Cl development

Scalability: No path to scale domain-specific Cl

Data Movement: Bottlenecks limit data movements

Data Management: Ad hoc data and metadata

Small
Data

Big
Data

(i) workflows that produce a large output from small input

Small
Data

Big
Data

(i) workflows that reduce large input to small output

management tools result in replicated work
Longevity: Limitations in active storage require data
to be shelved
Accessibility: Cumbersome data-sharing processes
Timeliness: Delayed access to rapid data slows
science
Replicability: Programs/data versions are created
but not maintained as environments change

Big
Data

. N
Big &
Data '

(iii) workflows that process the same input data many
times with large data reuse

NSDFE-=— National Science Data Fabric
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Big
Data

Small
Big Data
Data

(iv) workflows with large input that produce large
intermediate data and process it to generate a smaller output




Our Approach:
Implementing an

Accessible and

Tightly Integrate Data Fabric

Democratizing Access and Use of Large-scale Data
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A data fabric must be accessible and tightly integrated to coordinate
data movement between geographically distributed teams or
organizations

Develop a FAIR, Al-ready, transdisciplinary software stack that is
easy to use, integrate, and scale

NSDE

http://nationalsciencedatafabric.org/



FAIR, Al-ready, Transdisciplinary Software Stack
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A data fabric must be accessible and tightly integrated to coordinate
data movement between geographically distributed teams or
organizations

Develop a FAIR, Al-ready, transdisciplinary software stack that is
easy to use, integrate, and scale

Develop a federated data fabric: a suite of equitable network,
computing, and storage services interoperating across the academic
and commercial cloud



Develop a federated data fabric: a suite of equitable network,
computing, and storage services interoperating across the
academic and commercial cloud

NG
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Develop a federated data fabric: a suite of equitable network,
computing, and storage services interoperating across the academic
and commercial cloud

I T
{o} fer i}

Suite of services to manage l

networking, computing, and
storage resources across the
academic and commercial
cloud, lowering the barriers to
cloud cyberinfrastructure (Cl)

NSDESS
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HPC or Cloud Resource #1

| Application |
Compute
| Application |
Sl

Local Networks
[ |

| Site Storage |
| Systems |

Storage

Global Networks

1l

Data Origin
Repositories

| Application Container | |

Network

Monitoring
Service (MS)
PerfSonar

Transfer
Services (TS)
XRootD.
Globus, etc.

| NSDF Caches |
>—— Mounted Storage |

Cloud Storage Mirrors

(e.q. Object Storage)

The NSDF architecture integrates a
suite of networking (both local and
global), storage, and computing

services.

v ™ a¥e y
.__,.[_‘ en\

VISUS, Juypter, .

NSDF Entry Point

HPC or Cloud Resource #n

: Other NSDF Serwces ' G . :
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HPC or Cloud Resource #1

Application Container

HPC or Cloud Resource #n

L o | | .
: Transfer Network . Other NSDF Services m ° ' = = 22 ‘ '
— ' ‘ R

Services (TS)
XRootD,
Globus, etc.

Service (MS)
PerfSonar

~ NSDF Caches

Monitoring  NSDF-Catalog

W T PR o e
nvisus \_‘U‘/l:_".'fl ian

FAIR

. Provider NSDF'Entry-' Point

NSDF Entry Point Il

= Mounted Storage

II Users access the services through NSDF’s

entry points across different providers

The entry points enable

The NSDF architecture integrates a £
suite of networking (both local and

global), storage, and computing !

services.

interoperability of different
applications and storage solutions
fast data transfer and caching among

data sources



The current NSDF testbed comprises 8 heterogeneous entry
points in terms of their connections, type of institutions, and

NSDF Entry Point: CloudLab - Utah (10G) researc h

Application Container CloudLab - Wisconsin (1G)

University of Michigan (10G)

Transfer Network i Other NSDF Services
Services (TS) = Monitoring SDF-Cataloa. FAIR !
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(/)

Our NSDF testbed integrates

networking, computing, and storage
services that users access through
entry points with different providers

Network

NSDF-Plugin enables efficient
data sharing, transfer, and
monitoring across networks
while hiding the technical
complexity of the process

HPC or Cloud Resource #1

| Application |
Compute
[miicalion |
| ||
Local Networks
N CT—

Storage

Site Storage

Systems
Global Networks

¥
Data Origin
Repositories

“ Computation

NSDF-Cloud facilitates users at
any entry level in the deployment
of the cloud — one single API can
generate a cluster of many VMs
across multiple providers

HPC or Cloud Resource #n

| Application Container | |

Transfer
Services (TS)
XRootD,
Globus, etc.

Network i Other ' - --
Monitoring | | NS ‘ L 5
Service (MS) | ! i NSDF Entry Poin
PerfSonar i

| NSDF Caches |
Mounted Storage

1 Cloud Storage Mirrors
(e.g. Object Storage)

Storage

NSDF-FUSE allows the user to
reach comprehensive
conclusions about mapping
packages given different data
patterns and cloud platforms

NSDF Entry Point

http://nationalsciencedatafabric.org/



Network Services: NSDF-Plugin

Data connection through high-speed network backbone (Internet 2) and
designed to interoperate with OSG StashCaches
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Computing Services: NSDF-Cloud

A unified API providing scalable resource management across different providers
e We design computing services built on a unified API for handling diverse
jobs across platforms
o Parallel creation/deletion of many VMs by using command-line tools
o Automatic generation of Ansible inventory files
o Integration of credentials for multiple providers via configuration file
e The NSDF-Cloud’s unified APls, both Python and CLI tools, consist of:

y AWS K ~

‘ a[ create nodes
“.{_Chameleon 'li" 4

[ nsdf-cloud ]{:—:—- CloudLab ]ﬁgf{ get nodes

M Vultr 74.3
" Jetstream2 V- ’[delete nodes

y4
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Storage Services: NSDF-FUSE Capabillities

A service for mapping object storage into POSIX namespaces for legacy
applications

User(s)
..................................... . A N
‘. & QR | = S3-compatible
NSDF-FUSE Capabilities: - VM TG ~|  Object Storage
. Setupl A .
Creation/deletion of buckets : ( F-FL )
Installation of mapping : Lk Lsetww |
: TR e Mapping Package
paCkage . Agg.liviit:Jg(l?n:L;ngg (goofys, geesefs, juicefs, objectivefs,
Mount/unmount buckets as : o rclone, s3backer, s3fs, s3ql)
. Userspace
FS Pl SRR I ____________________________ I ...............
Evaluate 1/0 performance - hegkis - Y
. . | VFS | | FUSE Kernel Module
th rough |/0 jObS 5 | {Virtual File System) | > (Filesystem in USErspace)

o .
-----------------------------------
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Our Vision:
Enabling
Scientific Discovery

Democratizing Access and Use of Large-scale Data
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Enable Access to Reproducible Workflows

Automatic fine-grained workflow containerization for intermediate data
preservation and reuse of elements of the workflow chain; deployment
for earth science workflows for soil moisture predictions.

e ' - !:'l ' .- 4 3
datasatellite R, | ' '% w
Soil moisture H @ -qflsomos
Loc ol Model predictions Student at UTK
Terrain data

Automatic annotation of provenance metadata in our fine-

Preservation of intermediate data in grained containerized environment

dataflow pipelines for reasoning, reproducibility, Skl <
L apptainer workflow --run
and replicability

— Fine-grained containerization of workflow for l Input Data '»Apphcatlonui Inter. Data lﬁAppllcaﬂonz Output Data
automatic annotation and preservation of Metadata J{| Metadata J{_Metadata J|| Metadata Metadata

intermediate data e
Name: Tralnmg Name KNN |Name: KNN Output | Name: Vlsuallzatlon Oupiout
Exec Command: PP
Data Workflow Application Exec Command:

. . . : . python3 knn.py g :
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Enabling Material Sciences Research

Facilitating rapid processing of 100+ terabytes of data by compact
virtual laboratories, achieving in days what would take months for
moving data between national labs and universities.

e 3D rendering . ' ice of 1 '

S A porous e il

‘ 1?5 . ‘&g : i ST »-_';, 3 :‘“‘ - G .

W {ﬂf— —?3‘1—C| ica mater|a| L o . Pania Newell
- = 5 Professor in Mechanical

Engineering at UoU

MECHANICAL
> ENGINEERING

it

d. ® Al-driven workflows for materials science
2 ® QOver 400TB of data generated

l ® More than 200 machines used on CloudLab,
Chameleon, AWS, FluidStack, XSede, and VULTR
http://services.nationalsciencedatafabric.org/materialscience 33




Enable Access to Experimental Facilities

Establishing a comprehensive workflow from
experimental facilities to the end-user data analysis.

NSDE-= National Science Data Fabric 'U' . opstonas SDSC IBH

Cornell High Energy Synchrotron
Source: Quantum Materials Beamline

(3 of the 8 lines) | = _ -

Real-time data access and sharing NN E ¢ R ' Kate Shanks
Steering experiments G ZE Ny e
Al-driven workflows AR ——— ‘ CHESS, Comell
Remote team collaboration
Optimize effective use of scientists’ Retiprocalapecs
time ® =
Optimize the use of a national ' :

resource 5

Publish data with no delay (e.g., o,

Materials Commons) [ real-time N




NSDF Accomplishments and Products

BoF: A NSDF to Democratize DataAccess and
Reusability
Panel: Unleashing the Power within Data
Democratization: Needs, Challenges, and Opportunities
Panel: HPC and Cloud Converged Computing: Merging

NSDF: Democratizing U l\:i?vFjCﬁ'ﬁloc?: prgrdq
i ei ndexing Service
e J : = Large (Hadron Collider)

Science and Society Argon n e s it oI NSDF i and Big (Data Science)
NATIONAL LABORATORY JLESC WOI’kShOp I Speaskar Saries
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[a) @ o 1 1
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Enable Scientific Discovery Warkshop

Materials Commons and FAIR
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Access for Science and

Society Data-Joint
NSDF why TR CHESS User — T Annual Workshop
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Where to find us

Contact:
iInfo@nationalsciencedatafabric.org
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Attendees to the Fourth National Science Data Fabric (NSDF) AHM in San Diego
Feb 27-March 1, 2024.

Webpage:
. https://nationalsciencedatafabric.org/nsdf-ahm-2024-02
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