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ORNL has a rich history leveraging Al for science
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Al fransforming science and national security
Accelerating scientific discovery, fortiftying energy infrastructure,
and enhancing national security
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Grand challenges in Al for science
nature

Explore content v About the journal v  Publish with us v Subscribe

nature > editorials > article

EDITORIAL ‘ 27 September 2023

Al will transform science — now
researchers must tameit

A new Nature series will explore the many ways in which artificial intelligence is
changing science — for better and for worse.

OCTOBER 30, 2023

Executive Order on the Safe, Secure,
and Trustworthy Development and
Use of Artificial Intelligence

» BRIEFING ROOM » PRESIDENTIAL ACTIONS

By the authority vested in me as President by the Constitution and the laws

of the United States of America, it is hereby ordered as follows:




ORNL’s Al initiative

Secure, trustworthy, and energy-efficient Al
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Al for Al for
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Al for scientific discovery

and complex systems

Secure Trustworthy Energy efficient
Alignment Validation Scalability
and verification
Cybersecurity Edge
Uncertainty
Robustness qualifications Co-design

Casual reasoning
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Resources needed to train LLM-like models

One layer has 11d? parameters
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— #Layers (L)—, 3dA2 40A2 + 4dA2 = 8dA2
 GPT like models grows linearly with #Layers Memory Requirement
and quadratically with #Hidden dimensions Values 22B Model 1758 Model 1T Model
. Parameters (6x) 132 GB 1050 GB 6 TB
« Total parameters is roughly 12*L*d? Gradients (4x) 88 GB 700 GB 4TB
Optimizer States (8x) 176 GB 1.4 TB 8 TB
e Training one parameter needs 20 Bytes of Total Memory (20x*) | 440 GB 3.5 TB 20 TB

memory and 120 FLOPs

e Need a minimum of 8, 55, and 313 MI250X
GCDs to fit models of size 22B, 175B, and 1T
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Opftimizing distributed training strategies

e Ported SOTA LLM fraining frameworks and libraries
to Frontier (Megatron-DeepSpeed, FlashAttention
1&2)

GPU1

e
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»
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GPU3 JE GPU7
e TP slices model horizontally, PP vertically, and DP a

replicates G[ [

e TP should limit within node, PP should use large
#micro-batches

GPU2

« GPT model can be frained with a combination of
Tensor (TP), Pipeline (PP), and Data parallelism (DP)

GPU8
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Training LLMs with 1 trillion parameters

22.5 A

. . . ey Hyperparameters Value
« Automatically identfify the best 175B Model | IT Model

distribution strategies to achieve | & ) L]
high GPU throughput and MBS ] 4
scaling efficiency GBS 640 1600

. ZeRO Stage 1 1

. . Flash Attention v2 v2
« Achieved 100% weak SCO“ng " ' | ‘ Precision fpl6 fpl6
efﬁciency and 87.05% STrong i 2':' "w':'ovmw :'0 — :'U' checkpoint-activations True True

scaling efficiency at 3072 GPUs.
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Accelerated materials discovery via frustworthy Al

models on Frontier

Traditional
approach can

Q: take several years
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Trustworthy Al models

~rulh » Chromophores
, = Biomedical, MRIs,
Quon’rum circuits

Tens or
hundreds

of promising
candidates

High-entropy
alloy
Aerospace,
mechanical

manufacturing,

biomedicine

Al model training on 32 GPUs takes 100 hours
Al model training on 1,024 GPUs takes 10 hours
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Foundation model for climate and weather forecasting

Variable 2m_temperature, at time: 2017-01-04 02:00, lead time: 72 hrs e Scaled our Al foundation model with 1B to 5B
Doy hedicted 2m_temperature eoe parameters on Frontier supercomputer;

« 87% scaling efficiency.

20 G
30°N ol ¢ « Our Al foundation model accurately forecasts
o o weather 72 hours ahead.
=20 Q.
30°S 30° E
-40 &'
60°S 60° r%
120°W 60°W 0° 60°E 120°E 180° m Our physics informed model m Current ClimaX model
Ground Truth 2m_temperature o 095
120°W 60°W 0° 60°E 120°E 180° 0 I 1
- = = ] © 09
60°N 60° 8
20 O “
< 5 085
30°N 30° g <
- 2 0.8
-20 & =
)
30°S 30° E §o7s
-40 ¢'
60°S 60° ~N 0.7
. Overall 10m_u_wind 10m_v_wind 2m temperature geopotential_500 temperature_850
120°W  60°W 0° 60°E 120°E 180°

% OAK RIDGE | iepeessie

National Laboratory | FACILITY




Foundation models for fluid dynamics

Transformer Block
Patch embedding

Position embedding

Geometry & IBC embedding

ﬁ I Fluid: O
1 ]
Merge ﬁSpIii guided by physical scales
Bl -~ ¢
=
e Multiscale vision transtormer models [ efficient representation & computing
resources distribution
- Adaptivity guided by physics, like Adaptive Mesh Refinement (AMR)
— Hierarchical fransformers: Transformers at various scales with a two-way coupling

I BC1:2
B BC2: 3

I Solid: 1
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Data credits:
1. Miniweather by Matt Norman (ORNL),
https://github.com/mrorman/miniwWeather
2. “CGL @ ETHZ - Data.”
https://cgl.ethz.ch/research/visualization/data.php
E%@%RTSEHE (accessed Jun. 08, 2023).
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Fronftier first indicates path _

for energy efficient scaling
Frontier trained a ChatGPT-sized large
language model with only 3,000 of its 37,888

Y ¢ GLENNK.LOCKWOOD Radeon GPUs — the world's fastest
) R supercomputer blasts through one trillion
Glean X Lockwood parameter model with only 8 percent of its
@ Labels January 13,2024 M |250X G PUS
“w o A CLOSER LOOK AT "TRAINING" A TRILLION-PARAMETER
: MODEL ON FRONTIER

— m By Matthew Connatser published January 07, 2024

A paper titled "Optimizing Distributed Training on Frontier for Large Lar ge Models" has
been making its rounds over the last few weeks wi he authors N ow yo u J re p I ay| ng W|t h AI p owe rl
trained a trillion-parameter model using only a fraction of the Frontier supercomputer. The

superficiality of the discourse around this paper seemed suspicious to me, so in the

interests of embracing my new job in Al systems design, I decided to sit down with the o ® @ Q o 9 ®® Comments ( 1 9)

manuscript and figure out exactly what the authors did myself.

« First fime in open science sefting and on non-NVIDIA
hardware

« So far, large runs on only NVIDIA hardware
« No heroic effort in soffware engineering

« Largely dependent on existing software like
Megatron-DeepSpeed

« Train massive LLMs with good efficiency using an entirely
NVIDIA-free supercomputer

o RQUKRIDCEZ

+ Don't need an army of researchers at a national lab to make
productive use of AMD GPUs for training large LLMs (Image credit: ORNL)

Researchers at Oak Ridge National Laboratory trained a large language model
%OAK RIDGE (LLM) the size of ChatGPT on the Frontier supercomputer and only needed 3,072
12 National Laboratory . . . I
of its 37,888 GPUs to do it. The team published a research paper that details




