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A systems approach for Innovation
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Number of switch chips required, switch density, and fabric scalability are based on a full bisectional bandwidth (FBB) Fat-Tree configuration, using a 48-port switch for Intel® Omni-Path 
Architecture and 36-port switch ASIC for either Mellanox or Intel® True Scale Fabric. *Other names and brands may be claimed as the property of others. 2.3X fabric scalability based on a 
27,648-node cluster configured with the Intel® Omni-Path Architecture using 48-port switch ASICs, as compared with a 36-port switch chip that can support up to 11,664 nodes.

Omni-PatH™  
Architecture

100
Gbit/s

PER
PORT

1.3X
Higher
SWITCH
DENSITY

2.3X
Greater

FABRIC
SCALABILITY

600

500

400

300

200

100

0

S
w

it
c

h
 C

h
ip

s 
R

e
q

u
ir

e
d

Nodes

Intel® OPA
48-port switch

InfiniBand* 
36-port switch

FEWER 
SWITCHES
REQUIRED

6



� Performance
• >30% reduction in delivered MPI 

message latency

• >2x messaging rate

• Bandwidth no longer package and 
PCIe limited

� Density
• >2x nodes/rack in Aurora from 

Integration

� Cost
• 4-6x savings for single/dual rail HFI

� Power
• >4x reduction for Aurora

� Reliability
• Large FIT rate improvement by 

completely eliminating parts

Improved Integration

Time

Next Intel® Xeon® processor
Discrete PCIe HFI

Intel® Xeon Phi™ processor (Knights Landing)
Multi-chip package integration

Next Intel® Xeon® processor 
Multi-chip package integration while preserving PCIe lanes

Next Intel® Xeon Phi™ processor
Tight Integration

Next 
Generation

Additional integration, 
improvements and 

features

Processor with the Intel® Omni-Path Architecture Integration is 
Required for Exascale

Intel® Xeon® processor E5-2600 
v3
Discrete PCIe HFI

KEY VALUE VECTORS
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Community name: OpenHPC Web Address: www.openhpc.communityCommunity name: OpenHPC Web Address: www.openhpc.community

Goals for the HPC Software Community

� Provide a common platform to the HPC community that works across multiple 
segments and on which end-users can collaborate and innovate

� Simplify the installation, configuration, and maintenance of a common HPC 
software stack

� Facilitate contributions and input across community 

� Enable developers to focus on their differentiation and unique area, rather than 
having to spend effort on developing, testing, and maintaining a whole stack

� Deliver integrated hardware and software innovations to ease the path to 
extreme scale



OpenHPC and Stack Curation Framework
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Integrates and 
tests HPC 
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Base 

HPC Stack

OEM
Stack

University
Stack

Contributors include 
Intel, OEMs, ISVs, 
labs, academia 

RRV

RRV

RRV

RRV

RRVs

Continuous Integration Environment
-Build Environment & Source Control
-Bug Tracking
-User & Dev Forums
-Collaboration tools
-Validation Environment

Cadence 6~12 mo

“RRV” = Relevant and Reliable Version

PROJECT



Early OpenHPC Members (as of January 2016)
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OpenHPC High-Level Component List (potential future add)

Functional Areas Components Adds Contributed by

Base OS RHEL/CentOS 7.1, McKernel, Kitten, mOS RIKEN, Sandia, Intel®

Admin Tools
Conman, Ganglia, Intel® Cluster Checker**, Lmod, LosF, Nagios, pdsh, prun, 
EasyBuild, ORCM

Intel

Provisioning Warewulf, xCAT community

Resource Mgmt. SLURM, Munge, ParaStation management, PMIx, PBS Pro ParTec, community, Altair

Cross Cutting OpenStack HPC suitable components Cray

Runtimes OpenMP, OmpSs, OCR, HPX-5 BSC, Intel, Indiana University

I/O Services Lustre client

Numerical and 
Scientific Lib’s

Boost, GSL, FFTW, Metis, PETSc, Trilinos, Hypre, SuperLU, Mumps, Intel MKL**

I/O Libraries HDF5 (pHDF5), NetCDF (including C++ and Fortran interfaces), Adios

Compiler Families GNU (gcc, g++, gfortran), Intel Parallel Studio XE (icc,icpc,ifort) **

MPI Families MVAPICH2, Intel MPI**, OpenMPI, MPICH, ParaStation MPI Argonne, ParTec

Dev. Tools Autotools (autoconf, automake, libtool), Valgrind, R, SciPy/NumPy, Intel Inspector**

Performance 
Tools

PAPI, Intel IMB, mpiP, pdtoolkit, TAU, Intel Advisor**, Intel Trace Analyzer and 
Collector**, Intel Vtune Amplifier**, Paraver, Scalasca

BSC, Jülich
** Additional license required



OpenHPC Stack Component View

� Intra-stack APIs to allow for customization/differentiation

� External APIs to develop on and around the stack

Operator Interface Applications (not part of the stack initially)
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Intel Confidential

Conclusions

• SSF is leading the way to tighter integration and therefore 
quicker and more effective delivery of new technology

• Intel will contribute to the open community work needed to 
scale to extreme scale 

• is live - check out  www.openhpc.community
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