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EPHETH Zurich Supercomputing scene

A 1986: first vector machine, CRAY 1s A Original traction
A 1989: Gigaflops award to CRPP code A Plasma Physics

A 1988: Cray 2@EPFL, CRAY XMP at ETH Ztiriatiptal ACFD
strategy A Material science

A Big Science

A 1989: ETH ZurieBSCS iklanng, national HPC machine

A 1992: Cray T3D, PATP collaboration
A JpL
A LLNL
A PsC

A 1996: EPFL against T3E

A 1997: trip to Santa Fe
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Over the years,
SOS has proven to be a solid story of

V Value
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Innovation
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The Swiss storyline

3/25/2016 The Swiss-Tx Supercomputer Project

EPFL EPFL-SCR No 9
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The SwissTx Supercomputer Project

Ralf Gruber, SIC-EPFL & Anton Gunzinger, IFE-ETHZ and SCS Ziirich

Fig. 1 Santa Fe Workshop: Ken Kliewer (ORNL) organising US-Swiss working
| [groups

En coopération avec certains groupes de recherche de l'EPFL et de 'ETHZ, nous proposons de
développer, construire et d'installer les super-ordinateurs suisses Swiss-Tx qui sont entiérement basés
sur des composants logiciel et matériel de série. La durée du projet s'étendrait jusqu'a la fin de 1999,
date a laquelle il existerait une machine massivement paralléle atteignant une performance maximale



The Swiss storyline
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Fig. 1 - ss-T1 architecture is based on Alpha EV-6
proces . A node will consist of 6 dual processor
boxes. They will be connected by a full 12x12 crossb™™ switch
based on the EasyNet concept. The remaining links are
used to interconnect the 6 nodes. There will also be a
Fast Ethernet. The users enter through the frontend
which is fully integrated in the K-ring as a seventh node
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Fig.2 — The full connection between the
6 computational nodes and the integrated frontend
at the left. The users will enter through the frontend
computers

IMlore integrated commodity supercomputers, that have
a single-machine look, are presently developed at SRC,
Sandm National Labor = PFL. The SRC machme

hgfinning 99. The Sandia machine is based on 128 AWgha
frocessors linked together with Myrinet switches. 3
EPFL machines are built in a cooperation wit
Supercomputing Systems in Zurich, Compaq/Digital,
ETHZ and CSCS and are described below in detail. The
SOS (Sandia/Oak Ridge/Swiss) research cooperation aims
at shaping and testing the most promising supercomputer
trends. In a previous paper (See EPFL. Supercomputing
Review n.10, 1997), we have presented the EPFL project,
the Swiss-Tx. This communication gives the latest status g
e systems development and the results of the
N{uction runs for one scientific code, Speculoos.

THE Swiss- DMMODITY S

ProJECT
THE PARTNERSHIPS

Highly evolved HPC relevant research projects have
been conducted in Switzerland during the last 20 years. In
hardware, the Institut fir Elektronik (IFE, Prof. A.
Gunzinger) at ETHZ and the Supercomputing Systems
(SCS) company have developed the EasyNet concept, and
have built two supercomputers, called Music and
Gigabooster, both being commercialised through SCS. At
EPFL, the PATP (Parallel Application Technology Program)
project in cooperation with four major American research
institutions and Cray Research had as goal the development

in implementation of the communication libraries (FUL,
MPl-lite, MPI, and virtual shared memory programming
model), in testing and evaluating the prototype machines
(benchmarking), in porting/optimization of test programs
in science, business and economy, in programming tools
(monitors, debuggers, analysers), in a parallel file system
and I/O, in distributed archiving, and in computational
steering and visualisation. It is planned to commercialise
the Swiss-Tx concept, in particular the crosshar switch that
will be described later in more detail.

THE MACHINES

Machine TO T0(Dual) T1 T2
Date Dec. 98 | Sept. 98 | 1stQ99 1stQ00
#P 8 16 72 504
Peak

Cflop/s 8 16 72 1008
Memory

GBytes 2 8 36 252
Disk

GBytes 64 170 800 5000
Archive

TBytes I ) I u
Operating DEC DEC not
system Unix WNT Unix decided
Communi-

cation EasyNet | EasyNet | 12x12 12x12
system bus bus crossbar | crossbar




ECONOMIE

Haute école et supercomputer

Le Nouvelliste

And fame
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From SOS 1 until SOS12, topics say all

1997 A Santa FeBuild your own supercomputer
1998 A Charleston
1999= A Villars:The Future of Supercomputers
2000 A NewOrleans
2001 A Hyannis PortScalable Clust&oftware
2002—. A LeukerbadData Intensiv&Computing health science
2003 A Durango:Architectural Considerations fBetaflopsand Beyond
2004 A CharlestonAdvanced Computer Architectures 8nience
2005— A DavosFull transition to MPP architectures
2006 A Hawai Distributed and Green computing
2007 A Key WestHigh Throughput Computing

2008 A Wildhaus



Excerpt from Bill Camp

I;!!EID)"ﬁiT(e]R!&\ Issues in MPP Computing: presentation, SOS8, Charlesto

Physically shared memory does not scale

Data must be distributed
No single data layout may be optimal
The optimal data layout may change during the computation

Communications are expensive

S o A

The single control stream in SIMD computing makes it simlethe
cost of severe loss in performancaue to load balancing problems

7. 1l n data par al | e-b)therecapbe multiplgcorittala | a CM
streams- but with global synchronization

Less simple but overhead remains an issue

8. In MIMD computing there are many control streams loosely synchronized
(eg with messages)

Powerful, flexible and complex

Sandia
/N & v )" anJv%) National

Al Laboratories

National Nuclear Security Administration
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NO
A number of Important game changers!



Questions to address

A Are we entering a new age of software development for MPC

A Yes, since more than 25 yeats tell you how long | have been in this business! A o X
A Definitely an acceleration, and more roles/specialte¥ 2 N5 Fdzy RAy 3 F2NJ 6KS GYARRE SgI NB¢

A Applicationsoftware longevity a blessing or a cur8e
Aalye ySgO2YSNBR O2YS |yR 32T o6dz 1 2F 1t/ | LILIXAOFGA2Yy A &GN

A What applicationsind workflows are driving HPC to®ay
A HPC market revenue: BD, machine learning
A HPC production: big science, engineering business

A 1sco-design having an impact on system de8ign
A vyes, if it is understood that the pipe is loAgno quick return

A Howhave HPC operating systems and runtime environments ev@lved
A still room to grow



Game changers impacting 201X onwards

AMemory hierarchies
A Workload, RT, OS, who is the driver?

A Applicationcomplexity; i.e. more attention paid to data structures

A Application models are growing
A Abstraction layers

AWorkflows and usage models
A Impact on designing and operating systems, policy makers

AHPC embraced by much larger community, with new workloads
A Enhanced need to bridge with new specialties



What drives supercomputing market?

A HPC: 10 B$, 0.5 % of total IT market
A Supercomputers, 3.2 B$, 0.16 % of total

The Broader HPC Market:
Aln 2014, market update (source IDC) We Are Updating These Forecasts In December

The Broader HPC Market Growth to 2019
Worldwide HPC Compute, Storage, Middl

= Now $11.4 Billion

94 Application and Service Revenues (SM)

A Storage is the fastest growing segment ¢——

HPC, will continue with HPDA, accordinf=e==r

to IDC

CAGR
2014 201/ 2016 2017 2018 2019/ (14-19)

10,222 -La,;t;lfi. 11,467 | 12,958 | 14,073 | 15165| 8.2%

Storage 4,229| 4504| 4865 5,546 6,123 6,796 | 9.9%
1,163 1,217 1,294 | 1,426 1,534 | 1,645 | 7.2%

Applications 3,598 3,769 | 4,028 4479| 482a| 5167 7.5%
Service 1,819 1,895 2,006 2,223 2,356 2,497 | 6.5%
Total 21,032 | 22,103 | 23,660 | 26,632 | 28,910| 31,270 | 8.3%

Source: IDC 2015

IDC

it




Focus on application complexity

A Architectural features we can rely on for enhanced performance Image ref of very complex
A Vectorisation(SIMD) application: AVBP, CERFACS

A Instructionlevel parallelism requires independent data sets within a loop
A Pipelining is efficient on small regular loops

A Branch predictiorfavour constant branch path

A Prefetching (DRAM memory latendgyourscontiguous stridel accesses
A
od

Cachedavourdata reuse, efficient if data structures allow

AC

es magxhibit on very brief time scale
A Complex data dependencies (Stiff ODE solvers)
A Dynamic data structures (AMR, multiresolution)
A Data access patterns that hard to predict (HW)
A Dynamic load imbalance

A And would not benefit from the features above

A Challenge

AtARSYGATE NBIdzZ I NAGe (2 SELR&S (KS GNAIKGE AN ydzZf | NA G @ AY 2NRSNJI (3
features

AtKFEaSa 6KSNB LI NFfftStAays O2YLJzil dA2y RSYFYyRasX YSY2NER RSYlFIyRa XX |1




Abstractionlayers

A Growingnumberof collaborativestudieson

A Explore/proposédeasfor abstractionmechanisms
A Isolate developmentof newphysicgalgorithmsfrom performancesensitiveoperations
A Allowperformanceportability acrossarchitectures

A Developproof-of-concepts PoC} to testideasfor specificcodes

A Abstraction/performance compromises
A Abstractionwhichallowsalgorithmicoptimization® (e-usingunusedarraysfor temp. storagee A< themory copies?
A Stayclose to data structures (Fortrarrays. X 0

A Developmenthoices
A Programmindanguag® puild systemcomplexityinterfacingg  R2 LJGA 2y X ®0
A Abstractionwithout hinderingphysicistproductivity?

A Staypragmatic

A Abstraction return orinvestment decreasesvith abstractionlevel

Key message: code refactoring is very different than optimization




Example of joint effort In code
refactoring



Partners




