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Personnel 



Service Anniversaries 
Name Years 
Kate Evans 5 
Travis Humble 5 
Thomas Naughton 5 
Daniel Pack 5 
Byung Park 5 
Norbert Podhorszki 5 
Galen Shipman 5 
Geoffroy Vallee 5 
George Fann 10 
Bobby Sumpter  20 
Patrick Worley  25 

New Hires 

Scientific Data  

Qing Liu 03/26/2012 
Jong Choi 10/01/2012 

Computer Science Research 
Manjunath Gorentla 
Venkata 01/09/2012 

Michael Brim 05/21/2012 
Sarah Powers 05/21/2012 

Computational Mathematics 

Guannan Zhang 08/27/2012 
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Name 
Chris Groer 
Richard Graham 
Olaf Storaasli 
Sylvain Nintcheu 
Fata 
David Reister 
Stephen Hodson 
Josh Ladd 

Departures 

Name 
Judy Hill (SciComp) 
Sudharshan Vazhkudai 
(TechInt) 

Transfer Out 

Transfer In 

Name 

Scott Klasky 
Josh Lothian 
Roselyne Tchoua 
Norbert Podhorszki 
Mohammad Abbasi 
Galen Shipman 



Org Chart 

5 

Computer Science 
and Mathematics 

Division 

Barney Maccabe

Computational 
Astrophysics

Anthony 
Mezzacappa

Computational 
Chemical and 

Material Sciences
Bobby Sumpter 

Computational 
Earth Sciences
Danny McKenna

Computational 
Engineering and 
Energy Sciences

John Turner

Computational 
Mathematics
Ed D'Azevado 

(Interim)

Complex Systems
Jacob Barhen

Future 
Technologies
Jeffrey Vetter

Computation at Scale

Build 
Computational 

Systems

Develop 
Applications for 

Science

Explore 
Computational 
Approaches

Center for 
Computational 

Molecular 
Biophysics

Jeremy Smith

Experimental 
Computing 
Laboratory

Jeffrey Vetter

Center for 
Engineering 

Science Advanced 
Research

Jacob Barhen

Extreme Scale 
System Center

Steve Poole

Computer Science and 
Mathematics Division

Ce
nt

er
s 

an
d 

In
st

itu
te

s

Steve Poole, 
Chief Scientist
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DataONE

Thomas 
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Europe
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Al Geist, 
Chief 

Technologist

Galen Shipman, 
Data Systems 

Architect
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Scientific Data 
Scott Klasky
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Research
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CSR Tasks 
•  Extreme Systems* 

–  Greg Koenig 
–  Jeff Kuehn 
–  Josh Lothian 
–  Pavel Shamis* 
–  Sarah Powers 

•  Program Translation* 
–  Matt Baker 
–  Oscar Hernandez* 
–  Chung-Hsing Hsu 
–  Christos Kartsaklis* 
–  Tiffany Mintz* 

•  Tools* 
–  David Bernholdt* 
–  Mike Brim* 
–  Nick Forrington/Dirk Schubert* 
–  Manju Gorentla* 
–  Joseph Schuchart* 
–  Jean-Charles Vasnier* 

 * Matrixed with NCCS 

•  System Software* 
–  Christian Engelmann 
–  Swen Boehm* 
–  Terry Jones* 
–  Thomas Naughton* 
–  Hoony Park 
–  Brad Settlemyer 
–  Geoffroy Vallee* 

•  Scientific Software 
–  Pratul Agarwal 
–  Jay Billings 
–  Xiaoling Cheng 
–  Wael Elwasif 
–  Forrest Hull 
–  Guru Kora 
–  Neeti Pokhriyal 

•  “At Large” 
–  Jack Dongarra 
–  Nagiza Samatova (NCSU) 
–  Stephen Scott (TN Tech U) 
–  Cindy Sonewald 



CCMS Tasks 
•  Nanomaterials Theory* 

–  Bobby G. Sumpter* 
–  Thomas Maier* 
–  Matt Reuter 
–  Jingsong Huang* 
–  P. Ganesh* 
–  Paul Kent* 
–  Mina Yoon* 
–  Xiaoguang Zhang* 
–  Gonzalo Alvarez* 
–  Miguel Fuentes-Cabrera* 

•  Computational Biophysical Sciences 
–  Pratul Agarwal 
–  Xiaoling Cheng 
–  Miguel Fuentes-Cabrera* 
–  Andrey Gorin 
–  Igor Jouline 
–  Chongle Pan 
–  Tamah Freedman 
–  Ariana Beste 

* Matrixed with CNMS, †NScD, JICS, ⌘ MSTD 

•  Predictive Materials Design*† 
–  Bobby G. Sumpter* 
–  Rajeev Kumar* 
–  Monojoy Goswami 
–  Paul Kent* 
–  Donald Nicholson 
–  Jingsong Huang* 

•  Scientific Software 
–  Paul Kent 
–  Pratul Agarwal 
–  Xiaoling Cheng 
–  Mike Summers 
–  Donald Nicholson 
–  Jeongnim Kim⌘ 

–  Xiaoguang Zhang 
–  Rajeev Kumar 
–  Chongle Pan 

•  “At Large” 
–  Weicheng Lu (NCSU) 
–  Doug Scalapino* (UCSB) 
–  Vincent Meunier* (RPI) 
–  Jerry Bernholc (NCSU) 
–  Stefano Curtarolo (Duke) 
–  Peter Cummings* (Vanderbilt) 



Highlights 



Key Ideas: exploit multicore extreme 
parallelism simultaneously propagating 
numerous realizations through a single program 
instantiation, allowing: 

Goals & Objectives  
1.  Develop novel mathematics and computational 
algorithms for UQ at extreme scales, that support 
current as well as emerging HPC architectures  

2.  Transform the current UQ paradigm by 
embedding our multi-dimensional multi-resolution 
adaptive stochastic collocation approaches, through 
both the complex physics and the solver stack in a 
novel semi-intrusive fashion 

Chris Baker, Tom Evans & 
Clayton Webster (PI), ORNL 

Impact 

A novel massively scalable UQ paradigm 

as the hierarchical surplus that is the difference between the solution u at a point

yi
j on the current level of interpolation and the interpolated value of the previous

interpolation level [13]. Thus, using the recursive form (3.11), we can compute all the

coefficients cij in (3.7) by computing the coefficients of ∆IN
L (u) for l = 1, . . . , L.

According to the analysis in [13], for smooth functions, the hierarchical surpluses

tend to zero as the interpolation level goes to infinity. On the other hand, for non-

smooth functions with steep slops or jump discontinuities, the magnitude of the sur-

plus is an indicator of the interpolation error such that it can be used to control the

error and implement adaptivity. For a sparse grid based H
N
L , abscissas involved in

each direction can be considered as a tree-like data structure as shown in Figure 3.1.

For example, we show that the red point in H1,1 has 2 children points level 2 in each

of horizontal and vertical directions; each of its 4 children, e.g. the blue point or the

green point, has another 2 children on level 3. Thus, in general, for a grid point in

a N -dimensional space, it has 2N children which are also the neighbor points of the

parent node. Note that the children of the parent point correspond to hierarchical

basis functions on the next interpolation level, so that we can build the interpolant

IN
L (u) in (3.7) from level L− 1 to L by adding those points on level L whose parent

has a surplus greater than our prescribed tolerance. In this way, we can refine the

sparse grid locally and end up with an adaptive sparse grid which is a sub-grid of the

corresponding isotropic sparse grid.
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l 2
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3
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=
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H2,3

H2,2
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Sparse grid H3

Fig. 3.1: 9 tensor-product sub-grids (Left) for level l1, l2 = 1, 2, 3 of which only 6

sub-grids with l1 + l2 ≤ 4 are chosen to consist of the 4-level sparse grid H2
4 (right).

When doing adaptivity, each point with large surplus, e.g. the points in red, blue or

green, leads to 2 neighbor points added in each direction

In recent literatures [17, 18], when solving an SPDE, φm
k are always defined as a

the piecewise linear finite element basis (3.10). In this case, the coefficient cij(x, t) in

(3.7) is simply the hierarchical surplus and adaptive refinement can be guided by the

magnitude of this quantity, which forms the framework of adaptive linear stochastic
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•  block solvers to exploit related systems to accelerate 
solver convergence 

•  finer-grained parallelism to yield speedup even for a 
single core 

•  shared-memory parallelism to permit sharing common 
data and reducing contention for memory resources 

Semi-instrusive UQ permits 
recycling Krylov block (within 
levels) and subspace solvers 
(between levels), providing many 
opportunities to reduce time-to-
solution and memory consumption 
through reduced solver iterations 

•  the above benefits are significant on current 
architectures, and will be crucial for future 
extreme-scale architectures 

•  faster time-to-solution, independent of parallel 
speedup (esp. important if power/reliability 
require slower clock speeds) and reduced 
memory resources 

•  Toolkit for Adaptive Stochastic Modeling and 
Non-Intrusive ApproximatioN (TASMANIAN) 



Accomplishments Objectives  
  Design and implement a new language for analytical 

performance modeling 
  Use the language to create machine-independent 

models for important applications and kernels 
  Develop a suite of analysis tools which operate on the 

models and produce key performance metrics like 
available parallelism, arithmetic intensity, and message 
volume 

  Developed a new language, compiler, and set of 
analysis tools  

  Constructed models for important co-design proxy-
apps, etc: MD, UHPC CP 1, Lulesh, 3D FFT 

  Results accepted to SC ’12 

PI: Jeffrey S. Vetter, ORNL 

Kyle Spafford, ORNL 

  Increase understanding of application performance 
requirements 

  Facilitate early-stage performance planning 

  Sponsored by DoE – ExMatEx CoDesign Center, 
DARPA UHPC Echelon Team 

Impact and Champions 

Aspen: A Domain Specific Language for 
Performance Modeling 

K. Spafford  and J.S. Vetter, “Aspen: A Domain Specific Language for 
Performance Modeling”  To appear in the Proceedings of the ACM\IEEE 
Conference on High Performance Computing, Networking, Storage, and 
Analysis. (SC 12). 

Example: Studying how the floating point requirements changed 
based on TF, an application-specific tiling factor in UHPC CP#1 



•  Serial, batch or stand-alone job 
launch and monitoring 

•  Managing inputs, geometry, 
materials, and meshing 

•  Data analysis and visualization 
•  “Asset” management in multiple 

formats (SQL, XML) 
•  Linux, Windows, Mac – soon Web 

and Android 
•  Adding new launchers to NiCE 

(yes, it can modify itself!) 

NiCE 2.0: Modeling and Simulation done right! 

The NEAMS Integrated Computational Environment (NiCE) helps with all of 
those difficult chores for the non-expert users… 

100% Free and Open Source 
 https://niceproject.sourceforge.net 

Jay Jay Billings, Alex McCaskey, Eric Lingerfelt, Forest Hull, Neeti Pokhriyal, Andrew Godfrey, Ugur Mertyurek, Andrew Belt, Greg Lyon, Allison 
Koenecke 



In	
  order	
  to	
  maintain	
  dominance	
  in	
  mari-me	
  sensing	
  as	
  stealthier	
  underwater	
  targets	
  
become	
  more	
  pervasive,	
  there	
  is	
  a	
  con-nuing	
  need	
  	
  to	
  	
  
(1)  deploy	
  ever	
  	
  more	
  performing	
  	
  sensor	
  arrays	
  	
  
(2)  use	
  of	
  innova-ve	
  paradigms	
  	
  and	
  	
  unconven-onal	
  algorithms	
  

ONR Vision 

Center for Engineering Science Advanced Research 
& Complex Systems Group  
Jacob Barhen  &  Charlotte Kotas Undersea	
  Target	
  Detec-on	
  and	
  Tracking	
  

The	
   overarching	
   objec-ve	
   of	
   the	
   NEMO	
   code	
   development	
   is	
   to	
   provide	
   a	
   high-­‐
performance	
   (real-­‐-me),	
   consistent	
   computa-onal	
   framework	
   for	
   leading-­‐edge	
  
ASW	
  spa-o-­‐temporal	
  signal	
  processing	
  methods	
  for	
  detec-on	
  and	
  tracking	
  of	
  ultra-­‐
low	
  observable	
  targets	
  using	
  Vector-­‐Sensor	
  Towed	
  Arrays	
  (VSTA).	
  

NEMO	
  	
  	
  
  incorporates	
  mul-ple	
  methodologies	
  (e.g.,	
  U-­‐SED,	
  APB-­‐D)	
  developed	
  in	
  collabora-on	
  with	
  

MIT/LL	
  and	
  SAIC	
  

  NEMO	
  is	
  real-­‐-me	
  code,	
  programmed	
  in	
  FORTRAN	
  (2003	
  standard)	
  and	
  CUDA	
  FORTRAN	
  	
  

  enables	
  simultaneous	
  (side-­‐by-­‐side)	
  runs	
  of	
  mul-ple	
  instan-a-ons	
  of	
  U-­‐SED	
  and	
  APB-­‐D	
  
  dynamically	
  reconfigurable	
  under	
  operator	
  control	
  
  direct,	
  real-­‐-me	
  interac-on	
  with	
  data	
  streams	
  from	
  sensor	
  arrays	
  
  asynchronous	
  algorithms	
  via	
  CUDA	
  streams	
  (also,	
  overlap	
  computa-ons	
  and	
  	
  I/O)	
  

  embedded	
  in	
  networked	
  “system-­‐of-­‐systems”	
  	
  	
  	
  
  opera-ng	
  systems:	
  Windows-­‐7	
  (64-­‐bit),	
  or	
  Linux	
  	
  

NEMO	
  is	
  	
  >	
  	
  50	
  -mes	
  faster	
  than	
  U-­‐SED	
  

TESTING	
  &	
  VALIDATION	
  	
  -­‐	
  Naval	
  Undersea	
  Warfare	
  Center	
  
  ini-al	
  successful	
  tes-ng	
  at	
  Lake	
  Pend’Oreille	
  (July	
  2012)	
  
  VSTA	
  fleet	
  tes-ng	
  in	
  Hawaii	
  at	
  PRTF	
  with	
  NEMO	
  signal	
  processing	
  (October	
  2012)	
  	
  	
  

Project	
  funded	
  by	
  ONR	
  MS321MS	
  and	
  MS321US	
  under	
  Future	
  Naval	
  Capabili-es	
  
program	
  ($	
  3.2	
  M	
  over	
  3	
  years)	
  



Scalable Data Management Analysis and Visualization Institute (SDAV) 
- ORNL team members: Scott Klasky 

Plasma Surface Interactions (PSI) - ORNL team members: David E. 
Bernholdt, Jay Jay Billings, John Canik, Jeremy Meredith, Philip C. Roth, 
Roger Stoller, Stanislav Golubov, and Brian Wirth 

Edge Physics Simulation Project - ORNL team members: Scott Klasky 
PISCEES (also BER Partnership) - ORNL team members: Kate Evans, 

Matt Norman, and Pat Worley 
Multiscale Methods for Accurate, Efficient, and Scale-Aware Models of 

the Earth System (also BER Partnership) - ORNL team members: Jim 
Hack, PI, Rick Archibald, Chris Baker, Kate Evans, and Jennifer Ribbeck 
(Bredesen Center student) 

Applying Computationally Efficient Schemes for BioGeochemical 
Cycles (also BER Partnership) - ORNL team members: Forrest Hoffman 
(PI), Patrick Worley, Richard Mills, and Jitendra Kumar 

SciDAC Projects 



SPARTN: Sparse Projections Achieving Randomization in 
Tree-like Networks  

DARPA GRAPHS Program 
ORNL team members: Blair Sullivan and Charlotte Kotas 

Advanced uncertainty quantification methods for predictive 
simulations of stochastic turbulence 
systems  

DOD - Air Force Office of Scientific Research (AFOSR)  
ORNL team members: Clayton Webster and Chris Baker 

Work For Others Highlights 



New LDRD Projects 
A novel uncertainty quantification paradigm for enabling massively scalable 

predictions of complex stochastic simulations - Chris Baker, Tom Evans and 
Clayton Webster (PI)  

Toward Scalable Algorithms for Kinetic Equations: A New Hybrid Approach to 
Capturing Multiscale Phenomena - Corey Hauck, Yulong Xing, and Jun Jia 

Towards a Resilient and Scalable Infrastructure for Big Data - Brad Settlemyer (PI), 
Sarp Oral, David Dillow, and Feiyi Wang 

Hardware/Software Resilience Co-Design Tools for Extreme-scale High-
Performance Computing - Christian Engelman (PI) and Thomas Naughton 

Model-Inspired Science Priorities for Evaluating Tropical Ecosystem Response to 
Climate Change - Forrest Hoffman (PI), Richard Norby, Xiaojuan Yang, Lianhong 
Gu, David Weston, and Jitendra Kumar 

A comprehensive theoretical/numerical tool for electron transport in mesoscale-
heterostructures - Xiaoguang Zhang (PI), Mina Yoon, An-Ping Li, and Don 
Nicholson 

Stochastic parameterization of the influence of subgrid scale land heterogeneity on 
convection in a climate model -  Richard Archibald, Salil Mahajan, Jiafu Mao, Ben 
Mayer, Daniel S. McKenna (PI), Dan Ricciuto, Xiaoying Shi, and Clayton Webster 



Continuing LDRD Projects 
A hierarchical regional modeling framework for decadal-scale hydro-climatic 

predictions and impact assessments – Moetasim Ashfaq (PI), Shih-Chieh 
Kao, Abdoul Oubeidillah, Rui Mei, Danielle Touma, Syeda Absar, and 
Valentine Anantharaj  

Improved Metagenomic Analysis with Confidence Quantification for 
Biosurveillance of Novel and Man-made Threats – Chongle Pan (PI), Loren 
Hauser, Miriam Land, and Richard Stouder  

Integrated Computational Modeling and Innovative Processing to Eliminate 
Rare Earths from Wrought Magnesium Alloys – Balasubramaniam 
Radhakrishnan, Zhili Feng, Ryan Dehoff, Sarma Gorti, Robert Patton, 
William Peter, Amit Shyam and Srdjan Simunovic 



Industrial Collaborations (in process) 
Caterpillar CRADA: Simulation framework for verification, validation (V&V) and uncertainty 

quantification (UQ) – PI:  C. Webster  
•  Advance Caterpillar’s product development and manufacturing decision support capabilities through 

the cooperative formulation of an UQ and V&V framework.  

•  Framework will include best practices for implementing and analyzing UQ methodologies toward 
large-scale model and simulation applications 

–  Project #1: UQ Analyses for Modeling & Simulation in Manufacturing Weld Fabrications 
–  Project #2:  UQ Analyses for Machine Model Validation (to assess structural fatigue damage rates; reduce 

structural weight etc) 

GE WFO:  Response Surface Generation for Turbomachinery Aerodynamic Design – PI: G. 
Ostrouchov 

•  A meta-analysis of a large and diverse collection of data sets representing airfoil geometry CFD computational 
design iterations from a large number of independent projects 

Procter & Gamble (WFO) (under development) – Massively Parallel  Markov Chain Monte Carlo 
Simulations for Bayesian Nonparametric Models of Consumer Behavior – PI: C. Webster  



SEA Winners 



ADARA – Development and Demonstration of Leading-
edge Data System Technologies 
Team: Stuart Campbell, David Dillow, Mathieu Doucet, Mark 
Hagen, Steven Hartman, Scott Koch, Jim Kohl, Vickie Lynch, 
Ross Miller, Peter Peterson, John Quigley, Doug Reitz, Shelly 
Ren, Galen Shipman, Dale Stansberry, Carol Tang, 
Sudharshan Vazhkudai, Karen White, Marie Xingxing Yao, 
Blake Caldwell, Clay England, Lloyd Clots, Feiyi Wang, Kevin 
Thach, and Daniel Pelfrey 



•  Challenge: Realizing the full potential of the SNS requires near real-time feedback to 
users as the experiment is run and integration of experiment and simulation/modeling  
–  Data intensive computing techniques can close this gap  

•  Response: Accelerating Data Acquisition, Reduction and Analysis  
–  Leverages our multidisciplinary capabilities at ORNL coupling Neutron Sciences with 

Computing and Computational Sciences  
–  ADARA project lets us stream data to computational resources and provide live feedback from 

experiment → real-time S(Q,E) 
–  Provides a high performance data backplane for reduction, analysis, and coupling with 

simulation forming the basis for future work to integrate experiment and simulation  

•  Status: ADARA is up and running on the HYSPEC beam line 
–  Running today on HYSPEC, the Hybrid Spectrometer at SNS 
–  Continued development and deployment of ADARA on subsequent beam lines at SNS  

•  Future: Deliver these and other advanced capabilities to our users and the broader 
community through a robust Software-as-a-service model coupled with Neutron science 
liaisons  

Enabling real-time feedback from experiment, analysis and computational steering 



Completion and Delivery of Version 2.0 of the Virtual 
Environment for Reactor Applications (VERA) 
Team:  Chris Baker, Roscoe Bartlett, Greg Davidson, Tom 
Evans, Andrew Godfrey, Josh Jarrell, Scott Palmtag, 
Ramanan Sankaran, Srdjan Simunovic, and John Turner  



Goals VERA Snapshot 2.0 
•  Flexible coupling  

of physics components 
•  Toolkit of components 
•  Rigorous software 

processes 
•  Scalable from high-end 

workstations to existing and 
future HPC platforms 

•  Attention to usability 
•  Development guided  

by relevant challenge 
problems 

•  Broad applicability 
•  Fundamental focus on V&V 

and UQ 

•  Baseline industry capability 
•  Initial advanced capability 

6/30/2012: v2.0 of the CASL Virtual Reactor 
The Virtual Environment for Reactor Applications (VERA) 
•  A suite of tools for scalable simulation of nuclear reactor core behavior 

ORNL 
Contributors 

CSMD 
RNSD 
NCCS 



Other SEA Winners 

Nominated by the Energy and Environmental Sciences Directorate 
CAM Biodesign Project 
Team:  X. Yang, D. J. Weston, J. Chen, G. A. Tuskan, T. J. Tschaplinski, 
G. H. Kora, A. M. Borland, and H. Guo 

Nominated by Physical Sciences Directorate 
For the "Ce-LEST," or the Center for Electrical Energy Storage? 
Molecular to system architectures for electrical energy storage  
Team: Pete Tortorelli, Brenda Wyatt, Cathy Cheverton, Carolyn 
Thompson, Sheng Dai, Nancy Dudney, Bobby Sumpter, Adam 
Rondinone, Alexei Sokolov, Jo Roy, Canajoharia Moore, Kristen 
Chorzelewski, Kory Linton and Katie Medlock 



Workshops 

ORNL-ASCR-SAMSI Workshop on Uncertainty Quantification for High 
Performance Computing (May 2012) 
Organized by Rick Archibald and Clayton Webster 

ORNL/UTK Numerical Day (April 2012)  
Organized by Yulong Xing, Clayton Webster, Xiaobing Feng, and Ed 
D'Azevedo 

NITRD/LSN Workshop on Complex Engineered Network (September 2012) 
Organized by Nagi Rao 

Discovery 2020 Workshop (September 2012) 
Organized by Steve Poole 



Achievement Award 



•  Xiaoguang Zhang appointed as a Fellow of the American Physical Society (APS) for 
pioneering work in the development and application of the scattering theory and 
computational methods to materials studies, in particular to the study of electron 
transport in magnetic tunnel junctions. 

•  Clayton Webster appointed as an editor of SIAM J. on Uncertainty Quantification as 
well as the SIAM J. on Numerical Analysis. Numerical Analysis (SINUM). 

•  Nagi Rao was awarded a US Patent for “Method and Systems for Bandwidth 
Scheduling and Path Computation for Connection-Oriented Networks.” 

•  Galen Shipman won the Director's Research & Development Award for a project 
titled “Accelerating Data Acquisition, Reduction, and Analysis at SNS.” 

•  Blair Sullivan won the Seed Award at the 2012 LDRD Poster Session for her poster 
titled “Connecting Combinational and Geometric Tree-Like Structure in Complex 
Networks.” 

•  Jeff Vetter appointed as an ACM Distinguished Scientist Member. 
•  Chuck Glover was recognized by the MDA leadership for his recent 

accomplishments in: 
–  Leading (from Bahrain) 150 MDA personnel in testing and validating a new layer of the US 

missile defense shield being deployed in the Persian Gulf. 
–  Leading (from Ramstein AFB in Germany) the testing and validation of capabilities inter-

operability for the joint US-Israeli missile defense war game “Austere Challenge 12”, which 
involved the participation of over 3,500 US troops in Israel, several Aegis-class  missile 
defense ships along with the Israeli Arrow missile defense systems. 

Individual Achievements 



Distinguished Employee Program 
January – Norbert Podhorski  
Norbert Podhorszki worked with Mathieu Gontier from NUMECA International S.A to implement an 
efficient I/O module for the FineTM/Turbo solver for CFD applications.  

February – Cory Hauck  
Cory Hauck is the Oak Ridge node leader for Ki-Net, a new research network funded by the NSF for 
the next five years.   

March – Cindy Sonewald 
Cindy Sonewald is an exemplary employee that is always willing to help others and strives to deliver 
the utmost quality and timeliness as a group's administrative assistant.  

May – Forrest Hoffman 
Forrest was asked to serve as the ORNL point of contact for the Climate SciDAC call. Forrest had 
managed to help define three subject areas in biogeochemistry, multiscale processes and ice sheets.  

June – Qing Liu  
Qing Gary Liu, has been doing research in High-performance I/O and has been developing the 
ADaptable I/O System (ADIOS) software.  

July – Eirik Endeve 
Eirik Endeve just published his second major paper in The Astrophysical Journal.  



August – Lora Wolfe/Jennifer Williams   
Jennifer Williams and Lora Wolfe were instrumental in organizing the Discovery 2020 Workshop in 
Santa Fe, New Mexico. 

September – George Ostrouchov   
George Ostrouchov led the development of R infrastructure that puts ORNL on the world map as the 
place to go for big data analytics in R.  

October – Ross Bartlett  
Ross Bartlett served as release manager for the Limited Beta Release of the Virtual Environment for 
Reactor Applications (VERA) through the Radiation Safety Information Computational Center 
(RSICC).  

November – Clayton Webster 
Clayton Webster was able to secure funding with Procter & Gamble, Air Force Office of Scientific 
Research, and Caterpillar. 

Distinguished Employee Program (cont.) 



CSMD Awards 



•  Danny McKenna, Chair 
•  Hasan Abbasi 
•  Pratul Agarwal  
•  Ed D’Azevedo  
•  Eirik Endeve  
•  Blair Sullivan  
•  Sudharshan Vazhkudai 

CSMD Awards Committee 



Most distinguished Scientific Paper published in the 
last three years 

Jingsong Huang and Bobby Sumpter for “A universal 
model for nanoporous carbon supercapacitors applicable to 
diverse pore regimes, carbon materials, and electrolytes”.    
Chem. Eur. J., 14: 6614–6626.  
doi: 10.1002/chem.200800639. 



Understanding	
  anomalous	
  	
  capacitance	
  increase	
  in	
  the	
  nanoscale	
  regime	
  using	
  
density	
  functional	
  theory	
  and	
  large	
  scale	
  computations	
  

Universal	
  Model	
  for	
  Nanoporous	
  Carbon	
  
Supercapacitors.	
  	
  (Chem.:	
  A	
  Eur.	
  J.	
  14,	
  6614	
  
2008)	
  	
  

1.  Multiscale	
  modeling	
  of	
  the	
  electrolyte	
  dynamics	
  inside	
  and	
  outside	
  a	
  pore:	
  from	
  
continuum	
  modeling	
  to	
  quantum-­‐level	
  theory.	
  

2.  The	
  capacitance	
  can	
  be	
  evaluated	
  from	
  first-­‐principles	
  (with	
  minimum	
  input)	
  
enabling	
  rational	
  design	
  of	
  pore	
  to	
  electrolyte.	
  

3.  High	
  impact	
  paper	
  with	
  >	
  100	
  citations	
  

“Fundamental Studies of the Ion Transport and Adsorption Phenomena in Electrochemical 
Capacitors” 

Achievements 



Most distinguished Software Released in last three 
fiscal years 

Norbert Podhorszki, Qing Liu, Hasan Abbasi, Jong 
Choi, Roselyne Tchoua, and Scott Klasky for the 
Adaptable IO System (ADIOS). 



IMD Adaptable IO System (ADIOS) 
Norbert Podhorszki, Qing Liu, Hasan Abbasi, Jong Choi, Roselyne Tchoua, Scott Klasky 

Portable, fast, scalable, easy-to-use, 
metadata rich output with a simple API 

Layered software architecture 
•  Allows plug-ins for different I/O implementations 
•  Abstracts the API from the method used for I/O 
2012 -  ADIOS 1.4 
•  Staging is now publicly released  
•  Aggregated reading method to improve read 

performance 
Over 120 publications from 2006 - 2012  

Future applications of ADIOS technologies 
AMR codes (Chombo, Boxlib, 
Cactus) 
•  address load imbalance 
•  adaptive compression  
•  dynamic staging  

Microscopy Image 
Analysis 
•  Large volumes of high-

resolution images 

Chimera 
•  Output tracer 

particles using 
staging 

CESM 
•  System-aware 

pattern-guided 
data 
organization for 
efficient I/O 

Pixie3D  
MHD Fusion simulation 

Pixplot 
Analysis code 

ParaView  
parallel 
server 

record.bp record.bp record.bp 

pixie3d.bp pixie3d.bp pixie3d.bp DataSpaces 

Fine/Turbo (Numeca/Ramgen) 

New OLCF applications using ADIOS 
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AWP-ODC Chimera Qlg2q 

In-transit 
analysis  

Interactive 
visualization 



Most distinguished Scientific or Technical Contribution 
completed in the last three years 

Forrest Hoffman for the ORNL contribution to ForWarn:  
forest management information tool (along with Jitendra 
Kumar and Richard Mills) 





Special Award 

Ralf Deiterding for the Adaptive Mesh Refinement 
in Object oriented C++ (AMROC) related 
publication and tutoring activities 



Adaptive Mesh Refinement in Object-Oriented C++ (AMROC) – Ralf Deiterding 

Impact Objectives  
  Develop a public-domain parallel block-based AMR 

framework under modern software design principles 

  Mathematically consistent implementation of carefully 
verified generic AMR algorithms 

  Interface classes and use of template parameters 
provide unprecedented flexibility for exchanging 
numerical schemes 

  Generic embedded boundary and coupling routines 
enable complex multiphysics real-world problems 

  Graduate-level compact courses on mathematical and 
computer science background of AMROC have been taught 
at universities in France, UK, Brazil and at JICS 

  Peer-reviewed lecture notes “Block-structured adaptive 
mesh refinement - theory, implementation and application” 
published in ESAIM Proc., Vol. 34, pages 97-150, 2011 

  ~600 downloads of registered users since 2008 

  10+ computational science Ph.D. theses based solely on 
AMROC 

Some recent ORNL simulation 
highlights using AMROC 
AMR simulation of 
cavitation from 2MW 
beam pulse event  in 
SNS mercury target 
with dynamic coupling 
to solid structure  

Collaboration with 
Bernie Riemer 
(Instrument & Source 
Design Division, ORNL) 

AMR simulations of 
shockwave patterns 
around rigid bodies 
dynamically interacting 
with supersonic flow 

Collaboration with S. 
Laurence (German 
Aerospace Agency), N. 
Parziale (Caltech) 
Work made cover of Dec. 2012 issue of Journal of Fluid Mechanics  
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* The Directorate totals may not equal the sum of the Division contributions because multiple Divisions may have contributed to a single invention. 

CCSD Technology Transfer - FY’s 08-12 



Human Resources Topics 
• 2013 Performance Goals DUE 

• Vacation buyout enrollment runs through Dec. 19 

• Floating Holiday use or loss 

• Employee Assistance Program (EAP)  
This program provides confidential professional assistance to 
you and your family in dealing with personal problems that may 
influence health, well-being, or work effectiveness. 

Wishing you a safe and Happy Holiday!  

Lisa Bollinger - HRM	
  



Safety 



CCSD Injuries / Illness / First Aid Cases – FY’s 08-12 
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FY12	
  Cases	
  

•  RII	
  -­‐	
  Employee	
  reported	
  missing	
  a	
  step	
  on	
  ramp	
  and	
  falling	
  (CSM)	
  

•  RII-­‐	
  	
  Employee	
  reported	
  pain	
  in	
  right	
  side	
  of	
  neck,	
  back,	
  and	
  arm	
  (CSM)	
  

•  FA	
  -­‐	
  Employee	
  reported	
  scraping	
  arm	
  on	
  black	
  box	
  when	
  passing	
  through	
  a	
  doorway	
  (ITS)	
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