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Introduction - Organizational Description

The Computer Science and Mathematics Division (CSMD) is ORNL's premier source of basic and applied research in high-performance computing, applied mathematics, and intelligent systems. Basic and applied research programs are focused on computational sciences, intelligent systems, and information technologies.

Mission

Our mission includes basic research in computational sciences and application of advanced computing systems, computational, mathematical and analysis techniques to the solution of scientific problems of national importance.  We seek to work collaboratively with universities to enhance science education and progress in the computational sciences. 
Vision

The Computer Science and Mathematics Division (CSMD) seeks to become the premier location among DOE laboratories where outstanding scientists, computer scientists and mathematicians can perform interdisciplinary computational research.

Core Functions/Focus Areas
Advanced Computing Research Testbed (ACRT)

The Advanced Computing Research Testbed (ACRT) at ORNL performs applied research in next generation high performance computing by testing, evaluating, managing and bringing to production new computing hardware and software that at any given time is one step beyond the vendors design point.  Often these systems are the largest practicable configuration of potential interest to the Office of Science to enable meaningful comparison and to reduce overall program risk. Products from this group include evaluation reports and assisting vendors with design of next generation computer architectures to ensure they properly meet the scientific needs of the national high performance computing community.  To meet these objectives calls for significant research efforts, often in partnership with the vendors to resolve issues including system design, operating system stability and performance, system manageability and scheduling, fault tolerance and recovery, and details of the interprocessor communications network. 
Climate Dynamics

The Computational Climate Dynamics group conducts research in climate sensitivity, computational methods of global and regional climate modeling. An emphasis is placed on the atmospheric dynamics coupled with chemical and hydrological processes. Research areas include spectral methods for fluid flow, parallel algorithms, performance models, atmospheric chemistry, river transport and hydrological coupling, air-sea interactions and climate analysis techniques.
Complex Systems
The Complex Systems group conducts fundamental theoretical, experimental, and computational research, to develop enabling science and unconventional technologies in support of DOD and the Intelligence Community.  Its unique facilities and innovative technologies also contribute to the goals and priorities of the DOE Office of Science. Research areas include:
· missile defense: BMC3, war games, HALO-2/AIRS project, multi-sensor fusion
· optical science, with emphasis on laser array synchronization for application to directed energy weapons, deep-space optical communications, terahertz neuromorphic computing devices, and optical radars
· optical DSPs for terascale computation and signal processing
· computer networks, including analysis and control of network dynamics, performance optimization of network transport protocols, and cyber warfare
· massively parallel, asynchronous computing
· quantum information science, including quantum optics, entangled systems, quantum algorithms, and quantum cryptography
· automated computer code differentiation with application to sensitivity and uncertainty analysis of complex models
· global optimization
· advanced sensor systems, with emphasis on information fusion, mobile ad-hoc sensor networks and hyperspectral remote sensing 
· optical detection of acoustic signals
· time series analysis of sensor data for assessment and prediction
· nonlinear dynamical systems, including neural networks and chaos
· nanoscale science 
· robotics, with focus on mobile, heterogeneous cooperating intelligent systems
· optimal control of distributed systems

The Complex Systems group has achieved world-class recognition, as substantiated by a distinguished publication record, numerous patents and awards (including 3 R&D 100 Awards), and sustained collaborations with leading research institutions worldwide. Funding is provided by the following agencies: MDA, DARPA, ONR,  NASA, NSF, NSA, CIA, ARDA, NRO, DOE/SC, DOE/FE, Army, and private industry.
Computational Chemical Sciences
The Computational Chemical Sciences Group (CCSG) in the Computer Science and Mathematics Division (CSMD) at Oak Ridge National Laboratory (ORNL) is focused on the development and application of major new capabilities for the rigorous modeling of large molecular systems found in, e.g., catalysis, energy science, and nanoscale chemistry.  Activities in the CCSG are managed as an integral component of the ORNL chemical sciences research program with close ties to ongoing and planned experimental projects.
Computational Materials Science

The Computational Materials Science group conducts research ranging from nano-science to full-size engineering applications.  The group hosts most of the local research of the Materials Research Institute and is developing computational instrumentation (methods, algorithms, and software) for the NLCF. The group maintains close ties with the Nanoscience Theory Institute and the Center for Nanophased Materials Sciences (CNMS) and is supporting the user projects of the CNMS/NTI.  Research areas include:

· Structural materials

· Metals and allow  theory

· Condensed matter physics

· Magnetism and magnetotransport in nanostructures 
· Molecular electronics
· Light-weight materials 

· Advanced mathematical and computational tools for design and analysis of functionally graded materials 
· Biophysical modeling of protein and DNA structures and transcription factor binding.
Computational Mathematics
The Computational Mathematics Group is devoted to the development, analysis and application of Fast multiscale solvers for integro-differential equations used in solving large-scale scientific and engineering problems on advanced computer architectures. The Computational Mathematics Group is home to the Alston F. Householder Postdoctoral Fellowship. Principal research areas include: 
· multiresolution multiwavelet methods

· boundary integral methods 

· computational geometry and mesh generation 

· techniques for modeling multiphase and reactive flows 

· algorithms for solving differential equations 

· out-of-core dense matrix computations 
· iterative methods for linear systems 
Future Technologies

The Future Technologies group performs basic research in core technologies for future generations of high-end computing architectures. Using measurement, modeling, and simulation, our team investigates these technologies with the goal of improving the performance, efficiency, reliability, and usability of next-generation architectures. Accordingly, the group develops new algorithms and software systems to effectively exploit the specific benefits of each technology. 
Network and Cluster Computing

The Network and Cluster Computing group performs basic research in component technologies, super-scalar algorithms, fault tolerant distributed computing, cluster computing, networking, computational steering, and distributed data analysis. Tools and software are developed to make high performance computing more effective and accessible for scientists and engineers working on problems of national importance.  The group also performs collaboratory research in portals, electronic notebooks, and scientific annotation middleware.
Scientific Applications Support
Members of the Scientific Applications Support group are research scientists who provide a liaison between the users of the high performance computers of the Center for Computational Sciences (CCS) and the CCS itself.  They actively participate as part of the research teams,  help administer the computers in the CCS and other CSM computing systems, and provide problem-solving support for all users of CCS systems .
Statistics and Data Science
The Statistics and Data Sciences group develops cutting-edge statistical and information technologies and brings quantitative rigor and efficiency to scientific investigations. We conduct research in the analysis and exploration of data, the collection and organization of data, and decisions based on data. Our collaborative work concerns all stages of the scientific life cycle and utilizes computing platforms ranging from the desktop to large clusters and supercomputers. We team on projects ranging from small single discipline efforts to large multi-disciplinary and multi-institution partnerships. 

Systems and Operations

The Systems and Operations group provides 24/7 operations coverage of the CCS high performance computing and storage systems and the ORNL mass storage systems. The group also provides systems administration, configuration, and management for the CCS high performance computing systems and for CSM workstations and servers.

Institutes

Computational Biology Institute

The Computational Biology Institute develops computational methods and capabilities to advance understanding of complex biological systems and predict their behavior particularly those required by the DOE Genomes to Life Initiative.

Climate and Carbon Research Institute

The Climate and Carbon Research Institute will provide the computational infrastructure for extended climate simulation that couple atmospheric, ocean, and land processes, especially carbon-climate processes; predict regional climate at 10km resolution; simulate extreme events (e.g., hurricanes, floods); and predict and quantify uncertainties in climate variables for use in the analysis of climate change impacts. CCRI will also work with other research institutions to interpret and improve climate simulations and be the testing ground for applying new, innovative computer software engineering applications to advance and accelerate climate modeling. CCRI will provide the focus for national and international climate assessment activities using state-of-the-art climate models for a variety of future climate scenarios; and will train the next generation of climate scientists by providing workshops and educational services to students and post-docs in the areas of computational climate and carbon science.

Fusion Simulation Institute

The Fusion Simulation Institute develops fundamental plasma theory and the computational base needed to understand plasma behavior in fusion devices, to predict the behavior of new experiments or devices, and to develop new confinement configurations and technologies.

Materials Research Institute

The Materials Research Institute will support a new level of sophistication and coordination in computer software engineering and materials and condensed matter model development, by linking predictive modeling and experimental research, as well as applying high-performance computation and new algorithms to solve the most challenging problems of materials science at the nano-scale.

Section 1: Strategic Intent, Critical Outcomes, and High-Level Measures
It is our intent to become the premier location among DOE laboratories where outstanding scientists, computer scientists, and mathematicians can perform interdisciplinary computational research.  To achieve these objectives this Level 2 plan is developed and maintained.
National Leadership Computing Facility (NLCF) -- Establish the NLCF as the foremost unclassified computational science research facility in the world, with substantial impact in astrophysics, biology, chemistry, climate, fusion, and materials sciences, as measured by the following:

· On-time, on-budget, as-promised delivery of 100 TF computing resources and infrastructure

· On-time, on-budget, as-promised delivery of computational end stations for key application areas

· Attraction and development of outstanding leadership and staff for the facility

· Customer satisfaction of the user community
· Deliver CS, Math, Statistics and Data Science research complementary to leadership class computing and to the needs of the application communities
· Scientific productivity and impact from the facility, staff, and user community

Advanced Computing Research Testbed (ACRT) -- Continue to play a critical role in testing, evaluating, and bringing to production-level use new computing hardware and software of interest to DOE-SC and the open Federal science community, as measured by the following: 

· Anticipating new architectures and deploying early versions as rapidly as possible

· Determining general usability for SC applications
· Working with vendors to improve systems

· Performing application-specific evaluations

Capability Computing for Science Research -- Establish NCCS as the best in DOE at providing operational capability computing for SciDAC and other Science Research programs, as measured by the following:

· Deliver best-in-class, high-reliability MPP units to SciDAC

· Deliver best-in-class, high-reliability MPP units to DOE 

· Participate in the IPCC science runs 

· Growth in, and customer satisfaction of, the user community

· Scientific productivity and impact from the facility, staff, and user community
Section 2:  Roles and Responsibilities

The FY2005 Plan is reviewed with Division leadership.  The high level milestones for the implementing actions are entered into the ORNL Assessment Tracking System. The plan is assessed on a regular basis.

Division Director 

· Develop a Division Performance Assessment Plan and implementation process in order to assess performance of organization
· Work with Group Leaders, Task/Project Managers, and Staff to determine performance-assessment areas for review
· Lead efforts to identify appropriate division-level lessons learned resulting from performance assessment activities

· Work with Group Leaders, Task Project Managers, and Staff to ensure that any needed corrective actions resulting from the performance assessment effort are identified, attributed to the actual cause, and tracked to completion to prevent recurrence
Group Leaders/Supervisors
· Work with the Division Director, Task/Project Managers, and Staff to determine performance assessment areas to review to ensure that the quality of research meets customer requirements and to ensure a safe working environment
· Conduct performance assessment activities within assigned areas
Task/Project Manager
· Identify performance assessment areas to review to ensure that research meets customer requirements and to ensure a safe work environment
· Work with Division Director, Group Leaders, and Staff to suggest performance assessment area to review
Research Staff
· Work with Division Director, Group Leaders, and Project Managers to suggest performance assessment areas to review in order to perform research effectively in support of the Lab agenda and organizational goals and objectives
· Provide feedback to management regarding the performance assessment process
Section 3: Situation Assessment

The division uses strong self assessment tools to track and deliver outcomes identified through strategic planning.  The division implementation of self-assessment was evaluated by the office of independent oversight in FY03 and given a rating of 3.2/4, which was the highest rating ever given at that time.  The division has had several of its programs reviewed in ’04 including reviews of ACRT hardware, SciDAC Climate, Math, and GTL programs as well as work for others programs.  Based upon these reviews as well as awards of significant new projects, the Computer Science and Math division has made remarkable strides in FY’04 relative not only to the specific deliverables identified last year but also relative to major laboratory, DOE and national milestones in high performance computing.  This track record of performance is expected to continue into 2005.
On Feb 23, 2004, Dr. Ray Orbach, Director of DOE’s Office of Science, announced a competition for a “User facility providing leadership-class computing capability to scientists and engineers nationwide independent of their institutional affiliation or source of funding”.  Writing the winning proposal had significant complexity.  Vendor partnerships had to be negotiated in such a way that a primary vendor could be selected without disengaging other potential HPC vendors.  Office of Science lab partnerships had to be negotiated; this resulted in primary partnerships with ANL and PNNL.  Broad interagency participation had to be solicited with, for example, NCAR, NASA, and NNSA labs.  Industry partnerships were developed with Boeing, Dow, and Ford.  Finally, a compelling approach to engage and support the application communities had to be developed.

The proposal was written over the next six weeks and defended in front of a review panel.  On May 12, 2004 the Secretary of Energy announced before the Council on Competitiveness that Oak Ridge National Laboratory had won the competition to build the fastest computer in the world open to all users which would be housed in ORNL’s National Leadership Computing Facility.  He indicated that building this computer over the next five years would cost an estimated $150-200 million.  The secretary noted that this facility would “Deliver major research breakthroughs, significant technological innovations, medical and health advances, enhanced economic competitiveness, and improved quality of life for the American people”.  
What made this proposal a winner?  In addition to proposing ORNL’s strengths in infrastructure and resident expertise in computer science, mathematics and computational science, two additional unique attributes were key to the proposals success, the hardware roadmap and access to the facility through “end stations”.
How did this come about?  This was certainly no accident, but rather the culmination of several years of planning, preparation and hard work.   Thomas Zacharia and the ORNL leadership have been pursuing a strategy to position ORNL and its partners to be ready to respond to this high end computing need.  This strategy was pursued and implemented by CSMD staff and other members of the directorate within the context of ORNL’s Center for Computational Sciences (CCS) by:

· Working closely with industry in design of next-generation and experimental architectures for science.

· Building strong collaborations with academia, industry, and other agencies in research, education, and training.

· Recruiting and attracting the world’s best researchers.

· Creating world-class computational science teams to serve as the focal point for the Nation’s key grand challenges ensuring scientific impact.

· Building a new world-class computing facility with a 40,000 square foot raised floor computer room with 8 MW of power, 450 offices, 14 conference rooms, classroom and training areas for users, high-ceiling areas for visualization labs, separate lab areas for computer science and network research, and designing the facility to create staff interaction opportunities that provide a vibrant environment for conducting multidisciplinary science.

· Building unprecedented network connectivity to every major network in the nation, including DOE’s energy sciences network (ESNet) and UltraScience Network, NSF’s Internet 2 and TeraGrid, and the National Lambda Rail (NLR).
How can CSMD contribute to the success of the NLCF as the proposed plan is executed? As part of the CSMD offsite strategic planning meeting, several panel discussions were held in order to address this question.  

· Developing and Evaluating Next-Generation Architectures with Industry

· Providing Leadership-Class Computing Resources for the Nation

· Creating Math, CS, Statistics and Data Science Methods that Enable Use of HEC Resources

· Delivering High-Priority Applications that Transform Scientific Discovery Through Advanced Computing
These panel discussions contributed to the strategic objectives, actions, and measures found in Section 4.
 Section 4: FY2005 Strategic Objectives, Actions, and Measures
Objective: Support the Lab agenda for Excellence in Operations, Environment Safety & Health (ES&H), and Community Service; responsible lead: Jeff Nichols
· Maintain safe and compliant working conditions

· Maintain implementation of ISMS and SBMS and RSS

· Comply with all environmental regulations

· Conduct operations that are cost-effective and efficiently utilize allocated space

· Maintain high quality staff

· Maintain staff involvement in community service

Objective: Maintain leadership roles in R&D program management for ORNL and DOE

· Maintain high quality S&T programs; responsible lead: Jeff Nichols
· Develop new programs and program directions, with new focus on DOD, NASA, and the Intelligence Community; responsible lead: Jeff Nichols 
· Maintain science productivity as the measure of success; responsible lead: Jeff Nichols 
- Work with responsible Lab partners to implement the new publication/presentation tracking system for the division
Objective: Maintain and expand a high performance computing capability for DOE and ORNL

· Maintain a 10+ teraflops computational platform and infrastructure; responsible lead: Buddy Bland 
· Upgrade the existing Cray X1 to Cray X1e and add a Cray XT3 system which will deliver, in aggregate, 40 teraflops of computing capability; responsible lead: Buddy Bland
· Deliver 14 million power3 node hours to DOE/SC; responsible lead: Buddy Bland

· Deliver 30 million power3 node hours to all programs: responsible lead: Buddy Bland

· Support IPCC runs; responsible lead: Buddy Bland

· Support storage needs of CCS, ARM, and Teragrid with HPSS; responsible lead: Rob Silvia

· Enhance accessibility of computing resources within ORNL and for external users; enhance network connectivity to ORNL from ESnet; responsible lead: Bill Wing

· Connect a cluster and HPSS to the Teragrid; responsible lead: Rob Silvia

· Develop software tools to support NLCF; responsible lead: Al Geist

· Begin specification and development of computational end stations for NLCF; responsible lead: Jeff Nichols

· Evaluate usability of new architectures for science research; responsible lead: Jeff Vetter
· Complete initial evaluation of the Cray XD1 as a platform for scientific computing capability; responsible leads: Scott Studham/Jeff Vetter
· Complete XT3 evaluation with respect to scalability of general science applications relevant to the DOS Office of Science and NLCF; responsible leads: Scott Studham/Jeff Vetter

· Develop and I/O test bed for evaluation of next generation storage; responsible lead: Scott Studham

· Evaluate reconfigurable computing  (SRC FPGs) and accelerator boards; responsible lead: Scott Studham
Objective: Maintain and grow integrated computer and computational science research programs that incorporate leading edge fundamental and applied R&D

· NEUTRON SCIENCES: Develop software architecture for SNS and assist in its deployment; expand ongoing collaboration to apply CESAR unique laser technology to accelerator physics; responsible leads: Al Geist; Jacob Barhen

· COMPLEX BIOLOGICAL SYSTEMS: Integrate and extend ORNL's resources in computational biology and bioinformatics to advance modeling of complex biological systems; develop NLCF computational end station proposal; responsible lead: Jeff Nichols

· COMPUTATIONAL MATERIALS SCIENCES: Expand ORNL capabilities and programs in nanoscale science, engineering, and technology (NSET); develop computational end station proposal for NLCF; responsible lead: Thomas Schulthess

· CLIMATE DYNAMICS: Develop dynamic vegetation and atmospheric chemistry model components to add to coupled climate models; develop computational end station proposal for NLCF; responsible lead: John Drake

· COMPUTATIONAL MATHEMATICS: Maintain and grow computational research into fast transform algorithms such as wavelet, fast multipole or non-uniform FFT and specialized techniques in support of key science areas; select new Householder Fellow; partner with application scientists to pursue new funding opportunities in multscale mathematics; responsible lead: Ed D'Azevedo

· COMPUTATIONAL CHEMISTRY: Develop real funding for computational chemistry research; develop proposals for multi-scale modeling of processes such as solvation; develop methods that incorporate many body effects; develop non-equilibrium Green's function methods for calculating electronic transport; model new generation of photonic molecular systems; develop computational end station proposal for NLCF; responsible lead: Robert Harrison

· VISUALIZATION: Hire new viz lead and develop research program and funding opportunities for visualization; develop viz infrastructure to support NLCF needs; work with science areas to develop computational end station components involving viz; responsible lead: George Fann

· QUANTUM COMPUTING: Grow ORNL capabilities and programs in quantum information science, engineering, and technology; seek ways to better integrate quantum research into existing DOE programs in the division; responsible lead: Jacob Barhen

· STATISTICS: Develop real funding for visualization of statistical information; submit a core funding white paper to the DOE Office of Science; develop a program of statistical analysis of microarray data; responsible lead: Jeff Nichols

Objective: Form internal and external partnerships to maximize scientific and technological impacts; participate in educational outreach programs

· JOINT INSTITUTE FOR COMPUTATIONAL SCIENCES (JICS): Expand the scope of JICS; devise ways to include core universities in JICS; responsible lead: Thomas Zacharia
· CCS INSTITUTES: Expand the scope of CCS Institutes (Biology, Climate, Fusion, and Materials) to enhance research activities and engage external users in NLCF; responsible lead: Jeff Nichols

· RESEARCH ALLIANCE FOR MATH AND SCIENCE (RAMS): Encourage African American, Hispanic American and Native American (AAHANA) students to pursue advanced degrees in science, mathematics, engineering, and technology with the long-term goal of addressing underutilizations in the workforce; responsible lead: Debbie McCoy (CSMD rep: Cheryl Hamby)
Objective: Demonstrate responsible cost management within the division; responsible lead; Janet Lu
· Achieve an organization burden goal of $4.03M at a rate of $28.85/hr

· Progress to be tracked monthly

Section 5: Milestones to be Tracked in the Assessment Tracking System
· Upgrade the existing Cray X1 to Cray X1e and add a Cray XT3 system which will deliver an aggregate 40 teraflop computing capability; responsible lead: Buddy Bland (9/30/05)

· Deliver 14 million power3 node hours to DOE/SC; responsible lead: Buddy Bland (9/30/05)
· Support the IPCC science runs; responsible lead: Buddy Bland (3/1/05)

· Work with responsible Lab partners to implement the new publication/presentation tracking system for the division; responsible lead: Richard Counts (9/30/05)
· Begin specification and development of computational end stations for NLCF; responsible lead: Jeff Nichols (9/30/05)
· Complete initial evaluation of the Cray XD1 as a platform for scientific computing capability; responsible leads: Scott Studham/Jeff Vetter (9/30/05)
· Complete XT3 evaluation with respect to scalability of general science applications relevant to the DOS Office of Science and NLCF; responsible leads: Scott Studham/Jeff Vetter (9/30/05)
· Develop software architecture for SNS and assist in its deployment; expand ongoing collaboration to apply CESAR unique laser technology to accelerator physics; responsible leads: Al Geist; Jacob Barhen (9/30/05)
· Expand ORNL capabilities and programs in nanoscale science, engineering, and technology (NSET); develop computational end station proposal for NLCF; responsible lead: Thomas Schulthess (9/30/05)
· Submit a core funding white paper to the DOE Office of Science; responsible lead: George Ostrouchov (1/15/05)

· Demonstrate responsible cost management in the division by achieving an organization burden goal of $4.03M at a rate of $28.85/hr.; responsible lead: Janet Lu (9/30/05)
Section 6: Issues and Support Needs

Needed growth in funded programs

· $75 - $100M/yr sustained funding for the NLCF

· Increased support for CS, Math, Statistics and Data Science research programs complementary to leadership class computing and to the needs of the application communities
· Sustained funding for research and delivery of production visualization
· Increased support for Future Technology research programs
Staff Development and Key Hires

· Leadership and needed expertise to deliver on the strategic intent and address key issues are being developed in two key ways: development of current personnel (internal to ORNL) and strategic hires.  The following strategic hires are planned for 2005: 
· A Director for the Computational Biology Institute

· A Technical Group Leader for the Computational Math Group

· A visualization expert to galvanize ORNL’s science visualization research

· Several people to support ORNL’s High Performance Computing:
· Several critical hires to support the new programs in the Complex Systems group:

· Ultrafast lasers (with focus on material science)

· Massively parallel computing (with expertise in concurrently asynchronous systems)

· Directed energy weapons (with applications to missile tracking and target discrimination)

· High performance networks

