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  Overview of challenges in climate science drawn from presentations
 by James Hack, Director of the National Center for Computational
 Sciences at  Oak Ridge National  Laboratory  (ORNL)  and by  John
 Drake, Group Leader of the Computational Earth Sciences Group at
 ORNL. 

  --------------------------------- first 40 slides ---------------------------------------- 
  As time permits, and depending on amount of overlap in above with

 material presented by previous speakers, 
−  Description of recent experience with the Community Atmosphere

 Model and/or with the Parallel Ocean Program on the Cray XT
 and the IBM BG/P systems. 

−  (Open) discussion of technology trends and the perceived impacts
 on the needs of climate science. 

Talk Outline 
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  James Hack 
−  Joint  ASCAC-BERAC  Subcommittee  Report  on  Computational  and

 Informational Technology Rate Limiters to the Advancement of Climate
 Change Science (February 2008) 

−  Challenges in Climate Change Research:  Computation as an Enabling
 and Pacing Technology (March 2008) 

•  John Drake 
−  The SciDAC CCSM Consortium Project (November 2007) 
−  Earth System Modeling: New Directions for a Predictive Science (March

 2008) 
−  A  Scalable  and  Extensible  Earth  System  Model  for  Climate  Change

 Science (June 2008) 
•  Pat Worley, varied, but including 

−  Performance Results for the new CAM Benchmark Suite (June 2008) 
−  SciDAC-2 CCSM Consortium: Software Engineering Update (June 2008) 
−  System  Evaluation  and  Application  Analysis:  Examples  of  Empirical

 Computer Science (April 2008) 

Source Material 



 The Earth Climate System 

The Grand Challenge 
problem: 

Modeling 
the 

climate system 

Includes the  
atmosphere, land, 
oceans, ice, and biosphere 

 To predict future 
climates based on 
scenarios of 
anthropogenic 
emissions and 
changes resulting 
from options in 
energy policy 
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Global Mean Surface
 Temperature Anomalies 

Current Model Capabilities 



Summary of Community Climate System
 Model (CCSM) Runs for IPCC AR4 

•  Total simulation length: 10,800 years, computed at 
-  Oak Ridge National Laboratory (ORNL) 
-  National Energy Research Scientific Computing Center (NERSC) 
-  National Center for Atmospheric Research (NCAR) 
-  Earth Simulator 

•  Resolution:  
-  T85 (atm/land): 128x256x26 computational grid 
-  1o (ocn/ice): 320x384x40 computational grid 

•  Profile of CCSM in Program for Climate Model Diagnosis and
 Intercomparison (PCMDI) archive: 
-  100TB output processed 
-  > 40% of the total archive. 
-  Largest ensemble in the international archive. 



Before and After the IPCC AR4 

•  Observational record establishes global warming 
•  Atmospheric climate models establish role of GHG forcing 
•  Coupled modeling identifies warming signatures in ocean basins,

 troposphere  
•  Coupled models project future climates with uncertainties 
•  High resolution studies project first regional effects, heat waves 
•  Lack of clarity on hurricane frequency 
•  Unable to provide good sea level rise estimates … 
•  Unable to balance the carbon budget 
•  Unable to incorporate biogeochemistry for impacts on air quality,

 ecosystems, agriculture 

The questions being asked after AR4 are more challenging and of a
 different character 



Ten Questions that need to be answered 

1.  What is the short term predictability of carbon-climate models? 
2.  Are there system bounds on climate response? 
3.  What is the probability of extreme weather events? 
4.  Is the tropical rain forest sustainable? 
5.  Are the polar caps and ice sheets stable? 
6.  Will warming cause a release of methane hydrates? 
7.  What is the vulnerability of sea life? 
8.  Are agricultural ecosystems sustainable? 
9.  How will regional precipitation patterns change? 
10.  What is the dynamic linkage of socio-economics and climate

 response? 



Science Opportunities 
•  Decadal prediction on regional scales  
-  accuracy in global models 

•  Climate extremes (heat waves, drought, floods, synoptic events, etc.) 
•  Climate variability (low frequency variability) 
•  Water cycle, particularly in the tropics 
-  potential impacts on biofuels 
-  interactions of the water cycle on mitigation and adaptation strategy 
-  amplifier on carbon cycle response to global warming 

•  Human induced impacts on carbon cycle  
-  half impacts are taken up by the system (will that change?) 
-  how will climate change affect the carbon cycle? 

•  Sea level rise 
-  melting of the Greenland and Antarctic ice sheets 

•  Abrupt climate change  



Regional Impacts of Climate Change 

Mote et al 2005

(- +)

(- +)



Extreme Events 
Storms, Floods, 
Droughts, Cyclones 

•  More frequent droughts and periods of intense precipitation 
•  Direct loss of life and injury 
•  Indirect effects 
-  Loss of shelter 
-  Population displacement 
-  Contamination of water supplies 
-  Loss of food production 
-  Increased risk of infectious disease epidemics (diarrhoeal

 and respiratory) 
-  Damage to infrastructure for provision of health services 



Capturing Missing Phenomenological
 Scales of Motion in Global Models 



Improving Climate Models 

Upscaling Research 

•  Basic requirement: the research community needs to gain  
   considerable experience running models in climate mode with    
   mesoscale processes resolved, together with theoretical and  
   diagnostic efforts, to: 

  improve understanding of multiscale interactions in 
    the coupled system 

  identify those of greatest importance and those that  
    require more data to understand 

  document their upscaling effects on climate 

  identify those processes that can be parameterized, and 
    those that cannot 



Atmospheric Motion Spectra 

Nastrom and Gage (1985) 

>106 operation count 



Global-average radiative forcing estimates
 and ranges 



Computational Requirements 
Issue Motivation Compute Factor
Spatial resolution Provide regional details 103-105

Model completeness Add “new” science 102

New parameterizations Upgrade to “better” science 102

Run length Long-term implications 102

Ensembles, scenarios Range of model variability 10
Total Compute Factor 1010-1012

A Science Based Case for Large-Scale Simulation 
(SCaLeS), SIAM News, 36(7), 2003 - David Keyes 

Establishing a PetaScale Collaboratory for the Geosciences 
UCAR/JOSS, May 2005 
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Example Climate Roadmap (2004-14) 

5 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Fully coupled carbon‐climate
 simulation 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coupled 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simulation 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Mid - 1970s 
Atmosphere 

Mid - 1980s 
Atmosphere 

Land Surface 

Early 1990s 
Atmosphere 

Land Surface 
Ocean & Sea Ice 

Late 1990s 
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Atmosphere Ocean 

Coupler 

Sea Ice Land 

CCSM Example: Evolution toward an ESM 

•  Coupled climate-chemistry model in the immediate future 
  Terrestrial and oceanic biogeochemical models  
  Ocean ecosystem and terrestrial C/N models  
  Ability to simulate interactions of aerosols with water and

 biogeochemical cycles 
•  Explore and understand importance of upper atmospheric process 
•  Land use and land cover change 

C/N 
Cycle 

Dyn. 
Veg. 

Ecosystem 
 & BGC Gas chem. Prognostic 

Aerosols 
Upper 
Atm. 

Land 
Use 

Land 
Ice 



Managed by UT-Battelle 
for the Department of Energy 

Integration and evaluation of new 
components in a coupled earth  
system model 

• Confidence in modeling the physical 
climate system does not extend to 
modeling the biogeochemical coupling. 

• Observational data are used to validate  
and constrain the process models for 
terrestrial carbon cycle (CLAMP). 

• Atmospheric aerosol direct and  
indirect effects. 

• Dimethyl sulfide from ocean ecosystem 
and chemical coupling for 
biogeochemistry. 

• Extension of cryosphere to include  
ice sheets. 

• New dynamical formulations  
and algorithms. 

• Scalability toward petascale. 



INCITE award:  NLCF Climate-Science  
Computational End Station allocation 

•  Extensible community models available for computational science 
•  Coordination of effort among agencies and institutions  
•  Scalability from 500 to 5,000 to 50K processors 
•  FY 07 award: 1.5M CPU hours on Cray X1E, 5M on Cray XT3 
•  FY 08 award: 18M CPU hours on Cray XT4 

 PI: Warren Washington (NCAR), partners: CCSM, COSIM, PCMDI,  
 SciDAC,NASA-GSFC, PNNL, CCRI (universities) 

•  Earth System Grid distributing model results 



Earth System Grid—International 
distribution of simulation results 

•  International central site: Earth System Grid  
-  Sponsored by DOE SciDAC project. Integrates major centers 

for supercomputing and analysis coordinated internationally through PCMDI 
-  IPCC AR4: 12 experiments, 24 models, 17 climate centers, 13 nations 
-  C-LAMP experiments 

•  Archive status and activity: 
-  6000 registered users 
-  Downloaded: 250 terabytes in 2007 
-  Current contents: 100,000  

simulated years of data 
-  Data sets: 1M files, 180 terabytes 
-  New portals: ORNL, NCAR 

•  Access point:  
https://www.earthsystemgrid.org/ 

ESG usage worldwide



The Big Picture: CCSM development, the 
Climate End Station (CES), and IPCC AR5 

• Climate change simulations are compute and storage intensive 
•  Simulation rates are 5-20 years/day 
•  Single project is producing 5TB/day in archival output 
•  Ensembles are required 
•  Workflow and data management are a challenge for single investigators 



Path Forward (beyond AR5): Hurdles   
•  Decadal prediction: Ocean assimilation  
-  ingesting observations 
-  applied mathematics 
-  rapid exploration of design space 
-  computationally intensive  

•  ensembles, resolution, assimilation techniques (4-D VAR,
 ensemble Kalman filters) 

•  Decadal prediction: Atmospheric resolution 
-  explicit representation of important phenomenology (≤100km feature

 size) 
-  need to revisit parameterization techniques and assumptions 

•  e.g., statistical equilibrium assumptions questionable 
-  challenge to simultaneously & accurately represent climate and

 weather 
-  can’t necessarily rely on NWP experience for vision of path forward 



Path Forward: Hurdles   

•  Climate Extremes 
-  ability to capture higher-order moments of climate 

•  heat waves, growing season, drought, floods, synoptic events,
 etc  

-  baseline resolutions need to be higher 
-  demands on data storage, management, scaling of analysis tools,

 human resources 
-  questions about relationships of extreme events to large scale

 climate variability 



Path Forward: Hurdles   

•  Climate variability (low frequency variability) 
-  separating signal from noise (signals emerging from unforced

 variability) 
•  stationarity of climate statistics 

-  observationally limited 
•  length of instrumented record 

-  limited by basic scientific knowledge 
•  mechanistic understanding 

-  carbon cycle 
-  dynamic vegetation cycles (succession) 
-  scale interaction questions (wide dynamic range in time/space

 scales) 



Path Forward: Model Evolution 

•  Carbon cycle 
•  Forcing terms that represent multiscale nature of problem 
-  e.g., water cycle 

•  Need for evaluation infrastructure (accelerate prototyping process) 
-  test cases 
-  data for evaluation 
-  staged increases in complexity 
-  modularized functionality 

•  Time to start with a clean piece of paper? 
-  Must be a well-managed end-to-end multi-faceted enterprise 

•  Questions about reward structure for development activities 



Path Forward: Observations 

•  Carbon cycle measurement activities 
-  unique opportunity to integrate measurements into models 
-  enhanced process modeling for incorporation in component

 models 

•  Assimilation systems for chemical and biogeochemical observations 
-  use of in situ and satellite observations 

•  Continued investments in targeted process studies like Atmospheric
 Radiation Measurement (ARM) program 

-  decade of experience in fielding complex observational systems 

-  resolve continuing uncertainties about clouds, aerosols, and
 radiation 



Path Forward: Computational Algorithms 

•  Scalable isotropic dynamical cores 
-  dynamic load balancing capabilities 

•  Alternative vertical discretizations 
•  Implicit or large time step discretizations 
•  Robust grid remapping algorithms 
•  Assimilation methodologies 
-  Ocean, carbon cycle, … 
-  adjoints, ensemble Kalman filters, … 

•  Need to address multiscale science 
-  Variable resolution refinements, or Uniform high-resolution? 

•  Error estimation techniques 



• Cubed-sphere dycores in CAM (with J. Edwards IBM/
NCAR): 
-  Motivation: more scalable dycores. 
-  Using NCAR's HOMME.  
-  Process split model with full dynamics subcycling. 
-  Next steps: evaluation of aqua planet results,  

interpolation to/from other CCSM component grids.  
Possible other dycores: GFDL cubed-sphere,  
CSU Icosahedral. 

• Cubed-sphere dycore improvements:   
-  Developed conservative formulation of spectral  

elements based on compatibility. First dycore  
in CAM to locally conserve both mass and energy.  
-  Developed efficient hyper-viscosity to replace  

element based filtering. The filter was causing  
bad grid imprinting in moisture and other fields.  

Snapshot  

Monthly mean  

M. Taylor (Sandia) 

CAM scalable dycore integration 
and evaluation 



Path Forward: Production Quality Software 

•  High-performance parallel I/O standard 
•  Future programming models 
-  MPI/OpenMP replacements? 
-  Methodologies and tools required to exploit highly parallel

 architectures 
•  performance analysis tools, debugging tools 
•  libraries 

-  Tools for refactoring application codes  
-  Language improvements? 

•  Componentization  
-  verification; unit testing, … 

•  Scalable and distributed analysis/diagnostic software 
•  Math and application frameworks 
•  Substantial software investment for current and future machines a

 priority 



Path Forward: Facilities 

•  Capacity at the order 1000 processor level is inadequate 
-  Availability of machines and allocation strategies 

•  Data management, migration and analysis 
-  Suitable storage hierarchy, bandwidth, support for workflow and

 analysis 
-  Provision for dealing with both model and observationally generated

 data 
•  Allocation process may be suboptimal  
-  Programmatic deliverables subject to 2nd proposal process 

•  Future requirements will increase both capacity & capability requirements 
-  Some of these scientific initiatives are ready to exploit enhanced

 resources 



Path Forward: Facilities 

•  Resource allocation  
-  Optimal facility management of facilities for production, high

-throughput debug, and analysis work 
•  Priority to evolve toward stable operating environment 
-  Facilitate environment for scientific productivity 



Cray Systems Roadmap at ORNL 

2005 2006 2007 2008 2009 2010 

Phoenix 18 TF 
Jaguar 54 TF 100+ TF 250+ TF 

Baker 1 PF 

Dual Core 
Quad Core 

Jaguar (Cray XT4) 120 TF Cray “Baker” 1 PF 



1 Petaflops System - Cray “Baker” 

FY 2009: Cray “Baker” 
•  1 Petaflops system 
•  38 Gigaflops processor 
•  27,000+ Quad-core processors 
•  2 GB per core 
•  200+ GB/s Disk bandwidth 
•  Dual-socket 8-core SMP “nodes” 
•  8 MW system power 
•  144 Cabinets, 3,220 ft2 

Phase-0 of HPCS “Cascade” program 
Liquid cooled 
Operating system for hybrid processors 
Gemini interconnect 



Hypothetical  
Longer Term HPC Roadmap 
Mission: Deploy and operate the 
computational resources needed 
to tackle global challenges 

Vision: Maximize scientific productivity 
and progress on the largest scale 
computational problems 

•  Understanding the universe 
•  Materials and nanoscience 
•  Climate change and terrestrial 

sequestration of carbon 
•  Sustainable energy 
•  Clean and efficient combustion 
•  Energy, ecology and security 

•  Providing world class computational resources and specialized 
services for the most computationally intensive problems 

•  Providing a stable hardware/software path of increasing scale 
to maximize productive applications development 

Cray XT5: 1 PF 
leadership class system
 for science 
AMD multi-core  

Cray Cascade: 20 PF 
leadership class   sustained
 PF 
system for science  
AMD/Intel multi-core 

FY2009 FY2011 FY2015 FY2018 

Future System: 1 EF 
AMD/Intel multi-core
 with added application
 accelerators 

Cray Cascade: 100 PF 
AMD/Intel multi-core
 with added application
 accelerators 



Software Trends  

Application trends  
•  Scaling limitations of present algorithms 
•  More complex multi-physics requires large memory per node 
•  Need for (some level of) automation in fault tolerance, performance

 analysis, and verification 
•  Software strategies to mitigate high memory latencies 
•  Hierarchical algorithms to deal with BW across the memory hierarchy 
•  Innovative algorithms for multi-core, heterogeneous nodes 
•  Model coupling for more realistic physical processes 
Emerging Applications 
•  Growing  importance of data intensive applications 
•  Mining of experimental and simulation data   

Science is getting harder to solve on Leadership systems 



•  Semi-conductor industry trends 
Moore’s Law still holds, but clock speed now constrained by power and

 cooling limits 
Processors are shifting to multi/many core with attendant parallelism 
Compute nodes with added hardware accelerators are introducing

 additional complexity of heterogeneous architectures 
Processor cost is increasingly driven by pins and packaging, which means

 the memory wall is growing in proportion to the number of cores on a
 processor socket 

Existing industry trends not going to meet HPC application needs 

 Industry Trends 



•  Development of large-scale Leadership-class supercomputers from
 commodity computer components requires collaboration  
Supercomputer architectures must be designed with an understanding of

 the applications they are intended to run 
Harder to integrate commodity components into a large scale massively

 parallel supercomputer architecture that performs well on full scale real
 applications 

Leadership-class supercomputers cannot be built from only commodity
 components 

Existing industry trends not going to meet HPC application needs 

 Industry Trends 



Impediments to Useful Exascale Computing 

Data Movement 
–  Local 

cache architectures 
main memory architectures 

–  Remote 
Topology; Link BW; 
Injection BW; Messaging Rate 

–  File I/O 
Network Architectures 
Parallel File Systems 
Disk BW 
Disk latency 
Meta-data services 

Power Consumption 
–  Do Nothing: 100 to 140 MW 

Scalability 
–  10,000,000 nodes 
–  1,000,000,000 cores 
–  10,000,000,000 threads 

Resilience 
–  Perhaps a harder problem

 than all the others 
–  Do Nothing: an MTBI of 10’s

 of minutes 
Programming Environment 

–  Data movement will drive
 new paradigms 
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Part 2: (Personal) Summary 

1.  Answering post-AR4 questions will require increased simulation
 accuracy and detail, which in turn will require 
a.  Higher resolution computational grids 
b.  Improved process parameterizations 
c.  Additional physical processes 
all of which will increase total computational, memory, and I/O  
requirements. 
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Summary 

2.  Increased resolution and exploitation of additional parallelism
 potentially “changes everything” 
a.  Some parameterizations change, and some processes become

 resolvable and can no longer be parameterized 
b.  Time direction becomes even more of a performance limiter 
c.  Sensitivity to serial and parallel inefficiencies increases 

requiring ??? 
−  Fully explicit methods to minimize nonlocal communication ? 
−  Fully implicit methods allowing preservation of current “long”

 timesteps ? 
−  New grids (cubed sphere, icosahedral, …) more suitable for

 massive parallelism? 
−  Local refinement (grid, process, …) 

Lots of new science, applied mathematics, numerical analysis required, 
so people will be at least as important as HW  as move forward. 
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Summary 

3.  Increased computational requirements and current technological trends
 will require “efficient” exploitation of 
a.  Multi/many core node architectures 
b.  Special function units (SSE, GPGPU, Cell, FPGA, MTA, …) 
c.  Many more total number of processing cores 

necessitating dealing with 
−  Even worse memory latency 
−  Even worse (absolute? relative?) intranode communication and I/O

 overheads 
−  Significant network topology sensitivities 
−  Even worse reliability 

Solutions? 
−  New parallel programming paradigms (and what would these be?) 
−  New performance expectations ( peak ) X 
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Additional Comments 

1.  Hybrid MPI/OpenMP: what’s the problem? 
−  Example: Cray Streaming Directives used a syntax almost identical

 to OpenMP, and the compiler was able to effectively parallelize
 over inner loops and still feed the vector pipes. 

−  Why did it work?: hardware support 
2.  Partitioned Global Address Space Languages? 

−  Not available or not worth using on IBM BG/P and Cray XT
 systems currently. 

−  Co-Array Fortran was an important performance enhancement on
 the Cray X1/X1E. 

−  Why the difference?: hardware support for remote (vector) read
/write on the Cray X1(E). 

3.  Special purpose functional units (SSE on AMD/double Hummer on BG,
 GPGPU, Cell, FPGA,…) 
−  My opinion: currently poorly integrated “vector units”. Unless

 become better integrated with processor/node architecture will
 never become generally useful. 
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POP Performance Tuning Examples 

Impact of vectorization, of OS tuning, and  
of CAF replacements for latency-bound  
MPI communication on Cray X1. 

Impact of hierarchical and of  
special lower latency algorithms on  
Cray XT4. 
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Part 3: What’s Happening Today In CCSM
 Performance Engineering 

•  Determining costs, so that can decide what can afford (for AR5 and
 other science activities). 

•  Getting the current models working as well as possible on the current
 systems. 

•  Anticipating and addressing problems for next generation models and
 computing platforms using current approaches, emphasizing
 performance portability.  

•  Evaluating candidate alternative components/algorithms/approaches
 for next generation models. 



Perf. Evolution of Community Atmosphere
 Model (CAM) Production Configurations 

 Analysis compares performance of recent CAM production configurations. (cam3.5
 can be run with even higher processor core counts, but performance does not
 continue to increase on these platforms for this benchmark.) 
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 FV Dynamics: 96x144x26 (C0) and 96x144x30 (C1-C6) on quad-core Cray XT4 and
 IBM BG/P systems for a number of new science options under consideration. Cost
 of other proposed changes, e.g., 48 vertical levels, will increase cost even more.  

Performance Implications of  
New Science in CAM 
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 FV dynamics on dual-core Cray XT3 and quad-core IBM BG/P (left); HOMME on
 BG/L (right). Performance scalability work is far from complete, especially for
 higher resolution grids. Achieving further scalability will likely require moving to a
 more scalable dycore, such as HOMME or cubed sphere FV. 

Performance Implications of  
Higher Resolution Grids on CAM 



Importance of Focused Benchmarking  

 Example performance improvement from the identification and elimination of
 scalability bottlenecks identified as part of recent benchmarking. Others found
 when looking at large tracer counts (C6) and high resolution studies (0.47x0.63). 
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PIO improves performance of atmosphere 
model on 0.5 degree grid, 64 MPI tasks  

52 

Parallel I/O in CCSM 

 CCSM Status: 
–  Atmosphere:  read and write history and restart 
–  Ocean:   read and write history and restart 

–  Land:  write history 
–  Sea Ice and Coupler:  in progress 

Figure provided by Mark Taylor, Sandia National Lab 

PIO in experimental atmospheric model 
enabling very high resolution runs 

Reading input data not
 possible without PIO! 
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 Eliminating Algorithm Scalability Limiters 

CAM scaling for both spectral and finite volume dynamical cores are now 
limited by performance, not artificial algorithmic limitations. Are now 
addressing these performance limiters. 

For T85L26 grid and spectral Eulerian 
dynamics, can use 1024 MPI tasks 
productively, 8 times that of the original 128 
MPI task limit. 

For 2 degree grid resolution and 
Finite Volume dynamics, can use 
1024 MPI tasks productively, 4 times 
that of the original 256 MPI task limit. 
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Analogous results for the 
•  Parallel Ocean Program (e.g., Phil Jones at LANL: subblocking; John 
Dennis at NCAR: 1D data structures, space-filling curve) 
•  Community Land Model (e.g.,Tony Craig at NCAR: significant reduction in 
memory requirements) 
•  CCSM Coupler (e.g., (many people:) significant reduction in memory 
requirements, identification and elimination of a number of nonscalable 
algorithms) 

 Eliminating Algorithm Scalability Limiters 


