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Project Goals

• Software
– Performance portability
– Software engineering (repositories, standardized testing

– No Code Left Behind initiative)
• Model Development

– Better algorithms
– New physical processes (esp. chemistry,

biogeochemistry)



Talk Overview

• Recent and Ongoing Activities
• SciDAC-1 performance engineering retrospective
• SciDAC-2 software engineering plans



SciDAC Software Engineering Activities
Since Last Workshop

• Addition of interactive carbon & sulfur cycles to CCSM
• Implementation of several ocean ecosystem trace gases through

coupler
• Revised/continuation run of BGC in conjunction with working

group
• Explicit typing of all variables and constants in CAM and CLM
• New release of MCT (2.2.0) in Dec, 2005.
• Parallel NetCDF testing at ORNL and NCAR



SciDAC Software Engineering Activities
Since Last Workshop

• Single-executable of any components combination (dead model,
data model or active model) of CCSM3.0 .

• Introduction of MCT into surface model interfaces in standalone
CAM.

• Support for non-lon/lat grids in physics/dynamics interface and
in physics load balancing algorithms. (See talk by Brian Eaton.)



SciDAC Performance Engineering Activities
Since Last Workshop

• CCSM porting and performance optimization on Cray X1E
and XT3
– including standalone CAM/CLM, POP, and POP/CICE

• Additional MCT vectorization for X1E
– Next public release will contain all vectorization changes

(MCT 2.2.2, late July)
• Analysis of scalability of FVCAM with respect to horizontal

resolution and processor count
• Performance evaluation and optimization of CAM for large

numbers of tracers



SciDAC-1 Performance Engineering
Retrospective

• SciDAC-1 ends on June 30, 2006
• Performance engineering activities included

– improving serial performance and decreasing parallel
overhead

– adding compile- and runtime options that improve
performance portability

– porting and optimizing on new platforms
– interface design that allows new dycores to be integrated

with CAM efficiently.
• Next set of slides describe CAM/CLM performance evolution.

Similar results can be shown for POP/CICE.



1. Physics data structures
– Index range, dimension declaration

2. Physics load balance
– Variety of load balancing options, with different

communication overheads
– SMP-aware load balancing options

3. Communication options
– MPI protocols (two-sided and one-sided)
– Co-Array Fortran
– SHMEM protocols
and choice of pt-2-pt implementations or collective
communication operators

 CAM Performance Optimization Options



4. OpenMP parallelism
– Instead of some MPI parallelism
– In addition to MPI parallelism

5. Aspect ratio of dynamics 2D domain decomposition (FV-only)
– 1D is latitude-decomposed only
– 2D is latitude/longitude-decomposed in one part of

dynamics, latitude/vertical-decomposed in another part,
with remaps to/from the two decompositions during each
timestep.

 CAM Performance Optimization Options



 CAM EUL Performance History: to Nov. 2002



 CAM EUL Performance History: to May 2004



 CAM FV Performance: 1D vs. 2D decomp.



· Performance impact of SciDAC check-ins from March 2004 to April 2006 on the Cray
X1E, plotting performance for both named version tag and for immediately preceding
version.

· Not all check-ins improved performance, nor were expected to - some improved
portability, added new performance tuning options, or fixed bugs.

 CAM Performance History: Vectorization



 Current CAM EUL Performance

• Maximum number of MPI processes is 128 for T85 L26. IBM systems use OpenMP
to increase scalability.



 Current CAM FV Performance

• Earth Simulator results courtesy of D. Parks. SP results courtesy of M. Wehner.

• Maximum number of MPI processes is 960 for 0.5x0.625 L26. IBM systems and Earth
Simulator use OpenMP to increase scalability.



• Over the last 5 years, SciDAC-funded activities have improved
performance of CAM/CLM significantly, by
– a factor of 4.5 on IBM p690 cluster for T42 L26;
– a factor of at least 2 on current IBM SMP clusters for T85L26

due to parallel algorithm improvements;
– a factor of over 3 on the XT3 and X1E for 0.5x0.625 L26 due

to the 2D domain decomposition;
– a factor of 5 for T85 L26, 1.9x2.5 L26, and 0.5x0.625 L26 on

the X1E from vectorization modifications and parallel
algorithm improvements;

– a factor of at least 4 from porting to new platforms.

 Summary



• Funding of SciDAC-2 proposals will be announced in July,
2006

• Two coordinated SciDAC-2 projects proposed that include
CCSM software engineering activities:
– SEESM: A Scalable and Extensible Earth System Model

for Climate Change Science (Science Application: Climate
Modeling and Simulation)
o Immediate software (and performance) engineering

needs, 5 year duration
– PENG: Performance Engineering for the Next Generation

Community Climate System Model (Science Application
Partnership: Computer Science)
o More speculative, longer-term performance engineering

activities, 3 year duration

 SciDAC-2 Plans



” Develop, test, and exploit a first generation of Earth system
models based upon the CCSM. ”

– Similar to current consortium, with Drake and Jones as PIs
1. Extend CCSM to include representations of biological,

ecological, chemical,and aerosol processes.
2. Provide the necessary software and modeling expertise to

rapidly integrate new methods and model improvements.
3. Pursue the development of innovative methods with the

evaluation of these in the coupled context of the CCSM
4. Continue to improve the performance, portability and

scalability of the CCSM on available and future computing
architectures for use in national and international assessments
of climate change.

 SEESM



Large project, with many software engineering activities, including
1. Frameworks for integration and unit testing of new

parameterizations
2. Frameworks for integration of new dynamics and components,

including
• Working with SCD and CSEG on HOMME
• Working with NASA and GFDL on next generation FV

3. Frameworks for model evaluation
and performance engineering activities, including
1. Baseline performance instrumentation and analysis, and

performance evolution tracking
2. Continued porting and optimization on XT3, X1E, p575

cluster, and on future target platforms

 SEESM Software Engineering



”Optimize CCSM so that it can simulate tomorrow’s science at the
same throughput as CCSM simulates today’s science.”

– Loy (ANL), Mirin (LLNL), Worley (ORNL, PI)
– Project needs to be responsive to SEESM needs, so research

plan is flexible
1. Performance model-driven scalability analysis and performance

optimization: CAM, CLM, POP, CSIM/CICE, full CCSM
2. Optimization of CAM in chemistry-dominated regime

• Physics scalability
• Physics load balancing
• Tracer advection optimization

 PENG



3. CCSM BG/L and BG/P port and optimization
• Help CSEG with single executable and sequential CCSM
• Work with SCD on BG/L porting
• Eliminate remaining global arrays and other sources of

memory footprint problems
• Work with CSEG on introducing parallel I/O

4. Performance analysis and optimization when using new dycores
with non-lon/lat grids

• Help SCD and CSEG with HOMME
• Help NASA/GFDL with FV

5. Improve scalability and performance of other CCSM
components and of full CCSM, as directed by SEESM.

 PENG


