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Cray XT3 System Configuration – Jaguar
56 cabinets
5,212 compute processors (25 TF)
82 service and I/O processors
2 GB memory per processor
10.7 TB aggregate memory
120 TB disk space in Lustre file system
Topology (X,Y,Z): 14 torus, 16 
mesh/torus, 24 torus
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Cray XT3 System Overview

Cray’s third generation MPP
– Cray T3D, T3E

Key features build on previous design philosophy
– Single processor per node

•Commodity processor: AMD Opteron

– Customized interconnect
• SeaStar ASIC
•3-D mesh/torus

– Lightweight operating system – catamount – on compute PEs
– Linux on service and IO PEs
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Cray XT3 PE Design

Image courtesy of Cray.
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AMD Opteron

AMD Opteron Model 150
– Processor core / 2.4 Ghz

• three integer units
• one floating-point unit which is 

capable of two floating-point 
operations per cycle

• 4.8 GFLOPS
– Integrated memory controller
– Three 16b 800 Mhz

HyperTransport (HT) links
– L1 cache: 64KB I and D caches
– L2 cache: 1MB Unified

Model 150 has three HT links but 
none support coherent HT (for 
SMPs)

– Lower latency to main memory 
than SMP capable processors

Image courtesy of AMD.
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Cray SeaStar Interconnect ASIC

Routing and communications ASIC
Connects to the Opteron via 6.4 GBps HT link
Connects to six neighbors via 7.6 GBps links
Topologies include torus, mesh
Contains

– PowerPC 440 chip, DMA engine, service port, router

Notice
– No PCI bus in transfer path
– Interconnect Link BW is greater than Opteron Link BW
– Carries all message traffic in addition to IO traffic
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Software

Operating systems
– Catamount

• Lightweight kernel w/ limited 
functionality to improve 
reliability, performance, etc.

– Linux

Portals Communication 
Library
Scalable application launch 
using Yod
Programming environments

– Apprentice, PAT, PAPI, mpiP
– Totalview

Filesystems
– Scratch space through Yod
– Lustre

Math libraries
– ACML 2.7
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Evaluations

Goals
– Determine the most effective approaches for using the each system
– Evaluate benchmark and application performance, both in absolute terms and in 

comparison with other systems
– Predict scalability, both in terms of problem size and in number of processors

We employ a hierarchical, staged, and open approach
– Hierarchical

• Microbenchmarks
• Kernels
• Applications

– Interact with many others to get the best results
– Share those results
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Microbenchmarks

Microbenchmarks characterize specific components of 
the architecture

Microbenchmark suite tests 
– arithmetic performance, 
– memory-hierarchy performance, 
– task and thread performance, 
– message-passing performance, 
– system and I/O performance, and 
– parallel I/O
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Memory Performance

Platform

Measured 
Latency to Main 

Memory (ns)

Cray XT3 / Opteron 150 / 
2.4

51.41
Cray XD1 / Opteron 248 / 
2.2

86.51
IBM p690 / POWER4 / 
1.3

90.57
Intel Xeon / 3.0 140.57
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DGEMM Performance
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FFT Performance
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Ping Pong Performance

Exchange
3648 procs
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Exchange Performance
2 - 4096 processors
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Allreduce Performance
2-4096 processors
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HPC Challenge Benchmark
http://icl.cs.utk.edu/hpcc/

http://icl.cs.utk.edu/hpcc/
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Scientific Applications 

SciDAC Climate
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Climate Modeling

Community Climate System Model
(CCSM) is the primary model for 
global climate simulation in the USA

– Community Atmosphere Model 
(CAM)

– Community Land Model (CLM)
– Parallel Ocean Program (POP)
– Los Alamos Sea Ice Model (CICE)
– Coupler (CPL)

Running Intergovernmental Panel on 
Climate Change (IPCC) experiments
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Climate / Parallel Ocean Program / POP
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Climate / Parallel Ocean Program / POP
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Climate / POP / Phase Timings
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Climate / CAM
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Fusion

Advances in understanding tokamak
plasma behavior are necessary for 
the design of large scale reactor 
devices (like ITER)
Multiple applications used to 
simulate various phenomena w/ 
different algorithms

– GYRO
– NIMROD
– AORSA3D
– GTC
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Fusion / GYRO
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Fusion / GTC
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Combustion / S3D
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Biology / LAMMPS
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Recent and Ongoing Evaluations

Cray XT3
– J.S. Vetter, S.R. Alam et al., “Early Evaluation of the Cray XT3 at ORNL,” Proc. Cray User Group Meeting (CUG 2005), 

2005.
SGI Altix

– T.H. Dunigan, Jr., J.S. Vetter, and P.H. Worley, “Performance Evaluation of the SGI Altix 3700,” Proc. International Conf. 
Parallel Processing (ICPP), 2005.

Cray XD1
– M.R. Fahey, S.R. Alam et al., “Early Evaluation of the Cray XD1,” Proc. Cray User Group Meeting, 2005, pp. 12.

SRC
– M.C. Smith, J.S. Vetter, and X. Liang, “Accelerating Scientific Applications with the SRC-6 Reconfigurable Computer: 

Methodologies and Analysis,” Proc. Reconfigurable Architectures Workshop (RAW), 2005.
Cray X1

– P.A. Agarwal, R.A. Alexander et al., “Cray X1 Evaluation Status Report,” ORNL, Oak Ridge, TN, Technical Report 
ORNL/TM-2004/13, 2004.

– T.H. Dunigan, Jr., M.R. Fahey et al., “Early Evaluation of the Cray X1,” Proc. ACM/IEEE Conference High Performance 
Networking and Computing (SC03), 2003.

– T.H. Dunigan, Jr., J.S. Vetter et al., “Performance Evaluation of the Cray X1 Distributed Shared Memory Architecture,”
IEEE Micro, 25(1):30-40, 2005.

Underway
– XD1 FPGAs
– ClearSpeed
– EnLight
– Multicore processors
– IBM BlueGene/L
– IBM Cell
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