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Jaguar,a Cray XT3 located at ORNL, is comprised of 5,212 compute nodes, 
each consisting two dual-core AMD Opteron 2.6 GHz, 
sharing 4 GBytes of memory, and 1 MBytes of L2 cache/core. 
The compute nodes, connected by the SeaStar ..., 
run the Catamount LWK operating system. Compilers are from 
PGI, version X.Y.Z at the time of these tests. ACML...
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POP Ocean Model
3600x2400x40 (10th degree) real grid bm

Per core, -SN about 30% faster than -VN node
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