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Executive summary

• Performance and scalability of FVCAM have
been evaluated for wide spectrum of core
numbers

• Intel compilers have been successfully used to
port and optimize FVCAM

• Important FVCAM tuning options were applied to
improve performance of the D-grid workload on
Intel®-based clusters



• Conroe processor – Dual Intel® Core™2 Duo
processor 6800 series

• Woodcrest processor – Dual Core Intel®
Xeon® processor 5100 series

• Clovertown processor – Quad Core Intel®
Xeon® processor 5300 series

• ppn – processes per node (the number of
cores used on a node)

• OpenMPI – an MPI implementation from
Univ.-s Of Tennessee, Indiana, and Stuttgart,
and Los Alamos National Laboratory

Notations and abbreviations



Workload overview

• Finite Volume dynamical code running on
.5x0.625 degree resolution computation grid
(also called “D grid”)
– 361x576x26 (latitude by longitude by vertical) grid
– Finite volume dycore is the preferred (required

among current options) for atmospheric chemistry
due to its conservation properties.

• Initial production grid size will be 1.9x2.5
degree resolution (96x144x26), so 15 times
smaller than D grid

• More details can be found in the references



System configurations
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Advantages of using Intel® Compilers

Supports other Intel tools:

Code instrumentation for 
• Cluster Tools and
• Threading Tools

Enhanced debug information for
Intel debugger 

Efficiency:

Inherent ability to highly 
optimize codes for all Intel 
multi-core processors

Ease of Use:

Automatic optimization features
make it easier to obtain highly
optimized target code

OpenMP support simplifies 
threaded application development

Intel® compilers use:

SSE/SSE2/SSE3/SSE4 instructions Advanced high-level optimizations

Interprocedural optimizations

Auto-vectorization for Intel 64

OpenMP v2.5 



Some useful Intel® Compiler Options

-O2/-O3 Turn optimizations for speed, including high-level optimization

-ip/ipo Enables single-/multi-file interprocedural optimizations

-xX/-mtune=… Tuning for particular processor
-xT Enables auto-vectorization with the use of specific Woodcrest instructions

-tcheck/-tcollect/-openmp_profile Turns on instrumentation 
for checking or profiling with other Intel tools like Intel Thread Checker, 
Intel Thread Profiler and Intel Trace Collector

-fno-alias, -safe-cray-ptr, –assume nodummy_aliases These allow
 for making different aliasing assumptions making more optimizations possible

-openmp Turns on OpenMP directives compilation into threaded code



Lower Level options

High Level option: -fp-model <spec>

Controlling FP calculations

precise/sourcefast=1 strictfast=2

Accuracy increases

Speed increases

-fp-speculation fast|safe|off asks 
to speculate or not to speculate on FP operations

Speeding up expensive operations

-ftz denormals are treated as zero

-no-prec-{div,sqrt}
faster but less accurate division and/or sqrt

Lower Level options
-assume protect_parens forces 
handling  of parenthesis according to Fortran 
standard

-fpeN Specifies the floating-point exception 
handling that possibly impacts performance

Deprecated options
-mp,-mp1,-fltconsistency
Superseded by new options



CAM 3.1p2 build configuration

• OpenMPI 1.2.2
• Compilers:

– ifort 10.0.023
– icc 10.0.023

• Compiler options:
– -O2 –xT –ftz –fp-model precise –g -openmp



Serial optimizations

Optimal options: -O3 -xT -g -fp-model precise -fno-alias -ip -no-prec-div
-no-prec-sqrt -openmp

Optimal pcol parameter: 8
• Based on the 3-day forecasts
• Speed is calculated from integration time (“stepon” timer)
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Compiler options validation

EUL-T31, port validation
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CAM scaling on Woodcrest cluster

Hybrid configurations:
1, 2, 4 threads (no
nesting)

MPI decompositions:
•1-D
•2-D with 2, 4, 7 processes
in vertical direction

•Based on the 3- or 6-day forecasts
•Speed is calculated from integration
time (“stepon” timer)

Scaling efficiency relative to 32 core
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CAM performance

•Drops in the curve
are explained by
suboptimal
decomposition in
certain points
•Full load balancing
is the best and
gives up to 6.5%
increase in speed
compared to pair
wise balancing

•Based on the 3- or 6-day
forecasts
•Speed is calculated from
integration time (“stepon”
timer)
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Comparison with other platforms



Performance diagnosis

•Intel cluster
outperforming XT4 in
both communication-
sensitive dynamics
and computation-
bound physics.
•Intel cluster effectively
exploiting OpenMP
parallelism, which is
not yet an option on
the XT4.
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