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Abstract®

Theoretical modeldike CSP and CCS describe
computation usingsynchronization.  Suchmodels
define independensystem entities omprocessesthat
cooperate by explickommunication. In safetycritical
systems these communicatiorpresentisible actions
which, if they do notoccur orare delayedbeyondtheir
deadline,will cause a failure tooccur. This paper
describes the basic methodoldgy converting aformal
description of asystem intothe informationneeded to
predict system behavior asa function of observable
parameters.Currently under development is dool to
permit stochastic analyses of CSP-based system
specifications. TheCSP-based grammarsed bythis
tool is presented and isomorphisms betwe&-based
specificationsand Petri net-basedtochasticmodels are
shown. Abrief example ofthe translationbetween
these two formalisms is given along wiifl) an
analytical derivation oftiming failure probability and
cost minimization, and (2)iscreteand continuous time
Markovian analysis which provide reliabiliggredictions
for candidate designs.  Thetranslation process is
currently being automated.

Keywords: Formal specification,CSP, Stochastic
Petri Nets, Reliability analysis, Markov models.

1. Introduction

When computeisystemsare operating(e.g., civil
air transportsnuclear powermgeneration,etc.), various
types of errors can occuboth in hardware and in
software. The source of suelrors may include aide
range of possible failure causalities. For example,
untested manufactured imperfections or flaws (like
improper floatingpoint division), software design and
implementation defects, timing errors, wear down,
transienterrorsinduced byradiation, powersurges and
other environmental factors. Tieost prevalent types
encountered are highlyependent orthe kind of system
being used, itsperating environmentts workload and
the systendesign,manufactureintegrationandtesting
process.

The traditional fault/error/failure model where
underlying anomalies (faults) give rise to incorrect
values (errors), which may ultimatelycause incorrect

behavior (failure), need to consider timing and
performance issues. Indeed, embeddead-time systems
(e.g., often characterized byintense interactionwith
sensorsand actuators)possess the ability tdolerate
brief periods of incorrecinteraction, either in values

exchanged or the timing of exchangés.

Taking all thesdactorsinto account isa difficult
and complexundertakingyet thesystemsdesigned and
built today have greater functionality and higher
performance. Indeed such systems,due to the
confidence gainedrom many operational hours and
lessonslearned, have evolved and been refined into
better products. Whether these systemesmore robust
and havegreaterreliability is aless obviousquestion.
Assuming theyare more reliable, then thejuestion
becomesat what price? The challenge is todevelop
cost effective methods, realistic modedsd frameworks
for reasoning and evaluating the system under
development (prior to building expensive prototypes).

This paper introducesur framework based on the
notion that formal mathematicallyprecise methods

should beused to design such systemst:13  Thus,
given a functionalspecification ofa systemand its
external constraints(e.g., topology, cmmunications,
deadlines)what methodsare available for avoiding or
tolerating faults/errorsand how do they impact the
performanceandreliability (i.e., performability) of the
system® This process can be visualized from Figure 1.
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Convert a Formal System Description into the Information Neefled
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Figure 1. Predicting reliability of formal specifications.

As specificationsare refinedinto detaileddesigns,
the reliability andperformance requirements catso be
refined to reveal the trade-offs in design alternatives.
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1. Decide what are the critical elements of the
functional system specification.

2. Budget reasonable performance and reliability
requirements among subsystem components.

3. Decide what features ofthe systemshould be
changed to improve the system's reliability.

4. Validate performanceand reliability goals using

stochastic system models.

Our approach converts a formal functional
description ofthe system intathe informationneeded
for stochastic analysis. A systemsigecifiedusing our
CSP-based languagrote, theCSP model is preserved
but the notations have been simplified to reduce the t
of translating intoPetri nets). Once the specification
has been translated, we enamte modeling
assumptionsestimatemodel parameterandsolve the
model for specificvalues of the parametersusing

Markov rewardmodeling3:15 At this point it iseasy
to introduce timing constraints among feasible
markings of the Petri net.

Numerous tooldave beerdevelopedor stochastic
analysis of Petri nets (e.g., GreatSPN, SPNP,
GSPN)2:3.9 Petri netshowever,arenot very suitable
for reasoningabout the functionalcorrectness of a
systemandthis task isbetter left torefinement at the
initial CSP level. Neverthelesshaving converted our
specificationinto Petri nets allows us tanalyze our
systemmodelusing any of the various Petri ntgols
available.

In this paper wewill demonstratevith a simple
example, (1)conversion of CSP specificationsinto
Petri nets, (2) supplementing the Petri nets vailure
modes, (3) how theskilure modes can beonverted
into CSP processes sthat the feasibility ofcertain
failure modes carbe examined bythe user,and (4)
analysis of Petrinets forreliability using analytically
derived (user-level based) timing failure probabilities.

2. Formalisms for Specification — Analysis

Since CSP and other specificationmodels are
compositional, the usefulness of an analysis
improved by partitioning large systems intosmaller
subsystemsvhose reliabilitycanthen beapproximated
judiciously, giving greater comprehensibility and
reducing the analysis complexity.

2.1 Communicating Sequential Processes
The CSP model wasdeveloped byHoare in the
early 80's andlater, in 1986extended byOlderog®:12
The basic idea is that systemscan readily be
decomposed into subsystems which opecateurrently
and interact with each other as well as withtheir
common environment (e.gtypical real-time). Parallel

is

provable correctness. In additio©GSP provides a
complete mathematical definition of tlwwncept of a
nondeterministic proceswhich enables modeling of
stochastic processes at the Petri net level.

A CSP programconsists of n >l communicating
processes; this is normally represented using#nallel
composition operator (||), which &ssociative: P = {P
Il Pl || R}. Processeareassumed to have a

disjoint set ofvariables (olocal symbols). Processes
communicatesynchronously bysendingand receiving
messages: theendingandreceivingactions (orevents)

a%re indicatedising the inpuf(?) andoutput () actions.
|

? x is the action ofeceiving avalue senty process
P; (or received on ahannel B) into variable x.

<expression>describeghe action ofsendingthe value
of the expression to jPor sending on a channej)P
Synchronization usesomplementaryinput and output
commands bywo communicatingorocessegusing the
same channel).Communicationcan bemade selective
by providing guards, where one of the alternative
communication actions with asatisfied guard is
selected. A guarded commahds thegeneralsyntax of
the form <guard> <command list>. A commaniist
is a set ofcommands defining aequence ofctions,
alternative actiondased oreither deterministic or non-
deterministic choice, recursive actions, or aSTOP

action. STOP terminates (or deadlocks) a process. The

following summarizes CSP syntax (| means 'or"):
P :=STOP | (a- P)| (P\b) | (A1Q) |

PHQI(PBQIP; QIlux.P)

In CSP, capitalizednamesare processnames, and
lower case characters denote visible actions. Here, (a

P) means, action 'a’ followed by P, (P\b) is the same as

P exceptaction b ishidden, (H 1Q) represents a non-

deterministic choice between P and QD@ represents
a deterministic choice betweeraRd Q, ( PHQ) shows

concurrent processes P andh@t synchronize on action
b, (P; Q) asequencéetween Pand Q, (X. P) is used
for recursion. For the purpose of reliability or
performanceanalyses, waneednot be concernedwith
the semantic modelThus, weneedfocusonly on the
structural aspects of C&d give a simplexample to
illustrate this principle.

2.1.1 The CSP-basetlanguagePrimitives

Systemsare built from processes. The spiest
process is amction(an assignment, input or output).
SKIP and STOP areoth processesthey both start and
perform no actior{i.e., engage in neevent), butSKIP
terminateswhile STOP does not terminate (ever).

composition of such systems is as simple as that @farger processesare built by combining sraller

sequential composition using traditional languages
(e.g.,Pascal). The major benefitd using the CSP
model are to avoid many of the problemsssociated
with parallel programming(e.g., sharedresources and
multi-threading), is asecure mathematicalfoundation
for the avoidance oferrors, and for achievement of

processes in aonstruction. PAR(or ||), SEQ(or ;),

NDC (or [1), DC (or [I), and MU. (or px. P) are
constructor primitivesThe CSP-basedrammar(** is

a comment) is provided formally as a yacc specification:
** Start symbol = "system"



%start system ** 15: variable

** Rules variable: Identifier;
** 1: system production */ ** 16: boolean variable (AtSym to distinguish 15, 16)
system: Identifier Equals booleanvar: AtSym ldentifier;
processdeclist processlistl Dot; ** 17 expression
** 2: processdec (way to declare process hames) expression: integerexpr
processdec: PROCESS lIdentifier Equals | booleanexpr
processlistl Semicolon; | relationalexpr;

** 2.5: processdeclist (list multiple decl under system) ** 18: boolean expression
processdeclist: | processdeclist processdec; booleanexpr:
** 3. process definition booleanvar
process: STOP | TRUE

| SKIP | FALSE

| LeftBrace stmitlist RightBrace | booleanexpr AND booleanexpr

| PAR LeftBrace processlist2 synclist RightBrace | booleanexpr OR booleanexpr

| SEQ LeftBrace processlistl RightBrace | NOT booleanexpr

| NDC LeftBrace processlist2 RightBrace | booleanvar VarAsgn booleanexpr;

| DC LeftBrace guardedproclst RightBrace ** 19: relational expression

| MU Dot LeftBrace processlistl RightBrace relationalexpr:

| processcall; operand LESym operand
** 4: processlistl | operand LTSym operand
processlistl: | processlistl process; | operand EQSym operand
** 4.5: processlist2 | operand NESym operand
processlist2: | processlist2 process process; | operand GESym operand
** 4.7: synclist | operand GTSym operand;
synclist: | LeftParen anyvarlist RightParen; ** 20: integer expression
** 4.8: anyvar integerexpr: Negative operand
anyvar: booleanvar | variable; | operand Plus operand
** 4.9: anyvarlist | operand Minus operand
anyvarlist: anyvar | anyvarlist Comma anyvar; | operand Star operand
** 5. statement list | operand Slash operand
stmtlist: | stmtlist stmt; | operand VarAsgn operand,;
** 6. statement ** 21: operand
stmt: implication operand: Integer

| process | variable

| expression | integerexpr

| input **looks like {channel ? variable} | relationalexpr;

| output **looks like {channel ! variable}; ** 22: monadic operand (never used)
** 6.3: implication (a statement event -> action) ** 23: dyadic operand (never used)
implication: stmt Arrow process; ** 24: integer is defined in lexer
** 6.6 processcall (instance of a declared PROCESS). ** 25: digits are defined in lexer
processcall: Identifier LeftParen RightParen ** 26: digit is defined in lexer
*Symbol lookup ensures identifier was declared ; ** 27: declaration (currently undefined)
** 7. assignment is covered by expression in integer  ** 28: type (currently undefined)
** 8 input ** 29: selection (currently undefined)
input: channel InSym variable; ** 30: conditional (currently undefined)
** 9: output ** 31: option (currently undefined)
output: channel OutSym expression; ** 32: loop (currently undefined)
** 10: guarded process ** 33: relational operator (currently undefined)
guardedprocess: guard process; ** 34: timer (currently undefined)
** 11: guarded process list ** 35: hide (currently undefined)
guardedproclst: | guardedproclst guardedprocess;
** 12: guard

An example construction would be: PROCESS
my_example =SEQ{P,Q,R}; where eachprocess is
performed in succession. A process need not be
declared.But if so, then it must based as a "process
call" andits parameter(syvill have beemredefined. In
this way, largemprocessesreformed. Astatementist
is a sequentialist of n > 1 statement(s).A statement

guard: input
| booleanexpr
| booleanexpr AND input
| booleanexpr AND SKIP;
** 13: recursive definition (defined in process)
** 14: channel
channel: Identifier;



can be arevent (or triggerwhich causes a process to rate from state Mo M; = qij is given by ¢ = ljz + li2
engage in araction (e.g., a— P). This process is + . .+, where |k is thedelay infiring a transition

defined as anmplication. Inputand output require a tx which takes the Petri net from markingj No M;

channel. Channelprovide unbufferedunidirectional . .
point-to-point communicatiof values between two (when severatransitionsenablethe firing from M to

concurrentprocesses. Auardedprocesscombines one  Mj).  See [4and11] for more detailsand asurvey of
or more processesach ofwhich is conditional on an PNs.

input, a boolean expressiontaoth. Anexpression can 2 3 Mapping CSP to Petri Nets

be integer, boolean aelational (boolearexpressions
must consistof booleanvariables prefixed with @).
Operands areeither integers, variables, ointeger or
relational expressions (distinct from boolean).

An initial set of rules for translating CSP
specificationsinto Petri nets (PNs) islefined in [8].
The rulesare based otthe fact that in theCSP nwodel
) _ processes pve from one action to another. The
2.2 Stochastic Petri Nets activities whichenablethe actions oprocesses can be

The Petri net (PN) in its simplest form isdisected  viewed as events whicire represented bylaces, while
bipartite graph, where the two types of nodesknown  the actionsare viewed adransitions. Somesxample
as places (circles) and transitions (bars). Places translations are shown in Figures 2 and 3.
normally representevents while transitions represent arb uX.(bIc - X) allb

actions. A transition isenabled if allits inputscontain @ @

at least ondoken (dark spotinside a place). When a
transition isenabled, it caffire, leadingthe PN into a

different marking. A marking represents the |—=—a —=b | ==b —=c —=—a —=—
configuration of tokens in the places of the PN, it is thg V V v V V
state of the PN. A marking iseachableif it is obtained O O O O O
by a sequence dirings starting in thanitial marking. Nondeterministic | Nondeterministic choice | Parallel actions are
The reachability graph is the set of allreachable Lchoce with recursive call ransitions
markingsconnected byarcs representinghe transition Figure 2. Example CSP. PN translation rules.

firings. In a stochasticPN, each transition has an .
associated firing time, which can kero {(mmediate) or _The rules show aassociated Phstructure for .the
exponentially distributeavith a parametedependent on Majority of CSP process structures and compositions
the marking timed). a -b -c
Completion ofthe actiondefined by atransition (@lb) (@) ll¢a,py (allb) ( (d t?ll{g
causes d@oken to beassigned toeach ofits output S
places. When a place is the inputsgveraltransitions,
only one of the transitions isnabled based on ron- P/ \1
deterministicchoice. If severalconflicting immediate @ @
transitions are enabled in a marking, a firing probability : i

e ®
must bedefined. A specificationmust be given for - - N

every maximally fireable subset of conflicting a 6 b

transitions in eaclvanishing marking (markingwith at \

least ondmmediatetransition; otherwiseit's tangible). T T ’/ éc ée

As transitionsare enabledthe state of the PN moves O O OO O

from marking to marking. Annhibitor arc prevents a

transition's firingwhen its correspondingnput place is Deterministic Non- and deterministic | Parallel actions

enabled (SLICh arcs can model zero testing). choice choices run in parallel synchronize on b
A Stochastic PN (SPNJ}lescribes arunderlying Figure 3. Example CSP. PN translation rules.

stochastic process, captured by the “extended

reachability graph"(ERG), areachability graphwith

additional stochastic information on the arcs. The ER

hasbeenshown to beeducible to &Continuous Time it is possible toreducedifferent PN equivalentsinto a

i 10 i i . .
Markov Chain (CTMC).~* Since a SPNpermits & canonjcalform. Our goal is todemonstrate the

probability distribution to beassociatedvith arcs (or  ¢eagipjlity of translatingretweenCSP andPNs so that
transitions) theyare very suitablefor modeling system stochasticpropertiesdeduced athe PN levelcan be

performanceand reliability.  Thus, eachtransition is  gpeifiedback atthe CSP level. An example ofthis
associatedvith a random variable that expresses the . athod is provided to demonstrate the process.

delayfrom the enabling to thé&ring of the transition.
When multiple transitionsare enabled,the transition
with a minimum delay fires first. When the random

yarlable hIS et)(p(é)ﬁenttla:, thef ma(r:k_:_rll\%é dh_?_hSPtN ar.?. TThe translations between the CSP and Petri net models
ISomorphic to the states ot a : € ransitionaye not been formally verified to be isomorphic.

From environment From environment @ @
V4

A PN translation from a&CSP specification need
ot be unique since we mustroduce dummyplaces or
ransitions to maintain itBipartite nature. Intuitively,

4



3. Stochastic _Analysis: A Brief Example

One of themajor objectives of ouresearch is to
provide assistance tdhe user in specifyingiot only
functionality but also reliability, performance and
execution deadlines. In thimper weshow howthis is
facilitated bythe translation ofCSP specificationsgnto

SPNs. Major benefits include how the PN structure cal

facilitate discovery of potential designflaws and other
weaknesses that mdsad to critical/non-criticalfailures
and timing dependencies. In the example beldiméng
dependencynakesnecessary additionalynchronization
to avoid a safety-critical failure.

3.1 The CSP for a Train Crossing

At the intersection the gate closes farriving
trains and remainsloseduntil the train hascompletely
passedy. Theproblem statementan beextended to
handlemultiple trains, but only one train ispecified
here (Appendix A has a CSP-based version):

TRAIN =

(IN_TRANSIT);
(GATE !a - AT_INTERSECTION);
(GATE ! d » TRAIN)
GATE =
(TRAIN ? a—» CLOSE);
(TRAIN ? d - OPEN- GATE)
RAIL_ROAD_CROSSING =

TRAIN | |{a,d} GATE

Two concurrent processesthe TRAIN and the
GATE communicate vidwo activity messages. The
TRAIN outputs"a" (arriving) to the GATE when it is
about toarrive atthe intersection. Judtefore it has
passed through the intersectionsénds a "d'(departed)
to the GATE. The GATE procesgeceivesthe "a" and
closes the gateOnceclosed,the GATE waits for an
input of "d" before opening.

Recent extensions to CSP permit the association
time with actions. BecauseCSP uses point-to-point
communication it is awkward to describe ttesewhere
the GATE process acceptgputs frommultiple TRAIN
processes. Aazardexists sincethe TRAIN process
could transition to AT_INTERSECTION before the
gatecloses, which is unsafelLikewise, the train may
depart while the gate remainbsed(viewed as fail-safe
behavior). The PN translation in Figurereveals these
flaws more readily.

3.2 Petri Net for the Train Crossing

The trainand gate operateindependentlybut must
communicate toaccomplish theirrespective nssions
(i.e., passing through thentersection and blocking
traffic to permit the train to passafely). InFigure 4
the messages beiraxchanged are representeg places
P5 andP6. The gatewill not begin to close until it
receives the approaching message. This process
involves markings M3(send approachingmsg.), M4

(msg. receivedbut gate is open), Mgate begins to
close), and M6 (gate closedh all four markings (M3-
6) the train is"approaching"which constitutes safe
conditions. Markings M and M show that therain

is at the intersection but the gate is olased. In My

either amechanical or acommunicationhard" failure
Hasoccurred. Inboth casesthe result isunsafe(i.e.,
critical failure [cf]). While in M atiming failure has

occurred.

Constructing the PNand deriving the feasible
markingsrevealsthat the trainprocesscould enter the
intersectionbeforethe gatecloses. If we assume that
the gate always opens and closesner than théme it
takes the train tageachthe crossing, the PNan be
viewed ashazardfree (exceptfor the possibility of an
unsafe mechanical failure).

Obviously somemechanism isneeded toensure the
train will not proceedunless thegate isclosed. We
could redesign the system to force the train to wattl
the gate completedosing whichwould providea fail-
safe environment. Neither timing nor hard failures
could cause an unsafecondition if additional
synchronizationprovided anacknowledgment besent
back tothe train statinghe gate isclosed. Thus, the
train would not proceedpast somecritical stopping
distance tothe gateunless theacknowledgment was
received. Incidentally, this only works if we assume
only one traincan approachintil the currenttrain has
departed. Ithis assumption is nanhade,another train
could rear end the train waiting to receive an
acknowledgmentvhich itself could possibly be lost!
Thus, failure of any communicatiaelatedactions may
lead to a deadloctrain halts), but synchronization
between thedrain andgate elininates thepossibility of
trains passing through the intersectiomguarded by an
open gate. Failure tmpen the gatds not safety
critical, yetshould beavoided topreventcongestion of
%e associated infrastructurdt may bepossible to use

eward nets (and performability analyses) to associate a

cost with delays in opening the g&té.
3.3 Failure Modes of the Train

In the PN of Figure 4, all transitiorgan fail and
we permit at most one token atplace. The Markings
demonstrate that themetwo unique nanifestations of
failures (i.e., critical and non-(safety)-critical). To
illustrate the significance of timing correctness we
group both communication andechanicafailuresinto
Mcf and show My separately(tf for timing failure,

which is also critical). Mnc groups allthreetypes of
(non-critical) failure mechanisms togethewhy should
thesedifferent mechanisms be giveseparate w@arkings
(or statesn the corresponding Mrkov statediagram)?
It is important tounderstand1) how afailure occurs
(its cause) in order to prevent, avoid or mask
faults/errors, (2) to realize how much they may
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intersection before the gate has completely closed).
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*Critical condition: Train at intersection but gate is still open
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Description of marking (i.e., state of the system)

0 0 Train gone (i.e., idle state), gate open.

0 0 Train in transit (i.e., in transit), gate open.

0 0 Train sends approaching msg, gate open.

0 0 Train approaching, msg rcv'd and gate open.

0 0 Train approaching, msg rcv'd and gate closing.

0 0 Train at intersection, approaching msg not rcv'd!
0 0 Train at intersection, msg rcv'd and gate closing!
0 0 Train approaching, gate closed.

0 0 Train passing intersection, gate closed.

0 0 Train gone, departing msg sent and gate closed.
1 0 Train gone, departing msg rcv'd and gate closed.
o 1 Train gone, departing msg prcss'd, gate opening.
0 0 Train gone, but gate fails to open properly!

**Non-critical condition: Train departed intersection but the gate is still closed

Figure 4. Train crossing with a potential timing hazard (feasible markings included).

contribute to theoverall reliability of the system, and
(3) whether their manifestation could be catastrophic.
In considering the criticality of timing, weee that
the slow firing of transitiong?a [t]), (Closing [&]),
and (Closed ff]) make itpossiblefor the train toenter
the intersectionbefore the gate hasproperly (or
completely) closed. Similarly transitions (?d [ig]),
(Opening [§)]), and (Opened {ig]) makeit possible for

token is consumed but doest fall into anoperational
place. Insteadthe tokencauses a failur&ansition to
fire andthe token isplaced inthis transition'soutput
place. For simplicity's sake thesetransitions and
places have beewmmitted. \When constructing the
corresponding CTI@ (or discrete time Mrkov chain,
DTMC) the failure statesare not omitted sincethey
have beerdesignated by anigue marking. Yet, in
order to recognizevhat statesan directlytransition to

the train to have departed and still, the gate is not openg fajlure (or absorbing) state, the arcs mustitagvn so

Missing from the PNarethe correspondinglaces
Pct, P, and Ryc that consume théailed transition's

V\hen atransition fails tofire properly, the

token.

that their respective failure transition rates (or
probability for DTMC) can be considered.



The CSPspecification(andthe corresponding PN)
can be augmented to shdww suchfailures should be
handled. Foexample, the communicatidailures can
be handledusing time-outand re-transmittechniques.
But still, should the gate fail to close then tiugestion
becomes what can be done to possibly avoid
catastrophe? Perhaps an audible and visual alautd
help to alert unsuspecting pedestrians and traffic.

3.4 Parametric Sensitivity Analysis

Using conventionaltechniquesuch as thoseised
by stochastic PNtools (e.g., SPNP3), discrete and
continuous analysescan be performed. For the
purpose of this presentation, wehave computed
reliability of the train crossing witkdifferent failure
rates (orprobabilities)andservice ratege.g., speed of
the train,rate atwhich the gate mechanisoperates).
The valuesused inthis paper(andhencethe results of
the analysispreonly for illustrating theapproach. It
is not our intention tattach significancéo the failure
rates, MTTFsobtained, orthe probability ofdetected
and undetecteéailures. These analyseare useful in
exploring different fault-handling nechanismsand the
cost-benefit of providindgault tolerance. In the four
subsections below wedescribe our approach to
parametric sensitivity using thresults oftrain crossing
analysis. The following topicare covered(1) timing
failure probability (analytical derivation), (2) cost
function minimization, (3) discreteand (4) continuous
Markov reliability analysis.

3.4.1 Timing Failure Probability

Analysis of failure rates (and cost functions)
requires knowledge ahe probabilitydensity functions
(pdfs) associated witthe traintravel time andthe gate
closing time!l Lets assume that thedf for the train
traveltime @) is given by B(6), and the pdf for the

gate closing timery) is By(n). The joint pdf of 6 and
nis Pp,n(8,n). If B andn arestatisticallyindependent
then B n(B,n)= Pe(B)Pn(n). In this case, sinceboth

the trainand gateoperateindependent of eaadbther, it
can safely beassumedthat their probabilities are
independent. The failure condition occursiff, 6 < n
(i.e., when the traimarrival time isless than thegate
closing time). Thus, the probability of failure is,

© n
pfailure :f J(; pe, n(e’ r]) dedn !
n=0v8=0

Sinceb andn are statistically independent then,

8The classic steady-state solution method for stochastic
models that maps GSPN models to CTMCs is compared
with a method based on DTMCs in [4]. The DTMC method
is shown to perform best (sometimes).

' The train travel (or arrival) time begins from when the
message is transmitted (to the gate) and ends when the

® n
Prature = f ~pn) f p,(6) dédn ,

pfailure = J‘oio pr](n) Dze(”) dn (1)

Where, Ig(n) is the probability distribution function of
the train arrival timeand presents thgrobability thatf
<n (the gate closing time).

The same resultan be obtainedsing conditional
probabilities. Lets assume that the gate closing time is
fixed and given abl, then the probabilitgf failure can
be given as

(H)=p(6 <H|n =H)

pfajlure
Again, if 8 andn are statistically independent, then,
p(6 <H|n =H) =p(6<H) =F6(H)
The total probability of failure would then be,
PO<N) = P RIHF(H)AH .

which is the same as (1).

In a real circumstance, the pdf@aindn would be
known based on empirical knowleddmrjt this was not
the case for our train example. Yet, lethsider some
plausible analytical pdf from the stand point of an
engineer who is responsible to procure such a system.

Typically the railroad tracks haveset speedimit
that would determinethe distancefrom the gate at
which the "closegate" messagenust betransmitted.
This distancemust be set so as teasonablyassure
that enoughime will elapse forthe gate toclose. If
the speed ofthe train was constant, then thgin
arrival timewill be a constant. However, therewill
be some variability from one run to the next which,
over a period of say 2§ears(with say fivetrains/day),
represents a fair amountwfcertainty. Thesources of
variability (e.g., prevailing winds and other weather
effects, time ofthe day, weight, type ofload, and
various humanfactors) canbe grouped together as
"undetermined" random eventd.ets assume that if no
randomevents occurthen thearrival time would be
some nominal value, call it MPT{for most probable
arrival time). Lets also assume that tlieviation
around MPT (we'll use lower case mpt to shorten
equations) isnot symmetricaland the pdf of the
deviation is exponential given by,

" The time taken by the train to pass by the intersection
(once it has arrived) is ignored since that is dependent on
the length of the train and is independent from the design

train arrives at the intersection where the gate has closed. parameters for the Train Crossing.

7



l eimﬁ/B .
o e
pe(%)e(pe(mi(%(l * pe)) if 8> it

Where g is the probability of train beingarlier

than mptB2 is the variance of being early. &udition,
we'll assume the pdf for the gatep(is similarexcept
that different parametewalues(i.e., different p, 3, and
mpt). Figure 5 shows thedf for the train travetime
for mpt=40,3=4, and pe=0.1. Note, theea under the
curve for mpt€<e is 0.9. In Figure 6 the probability

distribution of@ (Fg(®) )is shown. \ere kg(©) is the
probability of train travel time being less th@n

L0ES b pe =0.1
2 oz} p =4
@ mpt = 40
c
[¢]
Q. nis
>
g2 m
Qo
=
o .0nos
mpt] 50 100 150 200
Time Units

Figure 5. Probability density function for the Train.

1

0.

0.

Probability Distribution

7 =50 100

mpf . . 150
Time Units

200

Figure 6. Failure probability distribution function.

The joint pdf of 8 andn is shown in Figure 7.
Note that the probability of failure is the volumader
that part of thesurface wher® < n. This is shown in
the figure 7 bycutting thesurfacewith plane P. The
p(e<n) is the volumeunder the foreground surface.
The failure probability is calculated according to
equation (1) with parameters values substituted.

3.4.2 CostFunctions

A cost function isespeciallyuseful for trading-off the
optimal values of design parameters.The function
itself relates acost to some tangiblproperty of the
system (e.g., time, reliabilityfailures, etc.). And, in
general, calculatinghe probability offailure is most
useful inunderstandinghe balance betweereliability
andthe cost of failure. The cost functionshould be
definedwith parametersthat can be rasuredand/or
altered to minimize the potentimisses (orcosts). For
example, more elaborate fault-handling and fault-
recovery nechanismscould be used totolerate or
prevent safety critical failures,hile less attention may
be paid to non-safety criticafailures. Failure toopen
the gate mayauselong delaysfor waiting traffic but
such failures can be handled by providing less
expensive rachanisms thawill allow the gate to be
opened manually. Conversely, failure to close gat
is more severe, sahe benefitof using moreelaborate
mechanisms(e.g., increased redundancyesting, and
verification) is worth theexpense to ensutbe system
uses an inherently more reliable design.

Joint Probability
N

of 6 andn.
5

Gate parameters:

Train parameters:
pe=0.3,B3=2, gmpt=20

Pe =0.1, =4, mpt=40

Figure 7. Joint pdf for the train crossing.

Lets assume a simplified cost function witiree
components, the cost of delaying the traffic, the cost of
improving the gate reliability ospeedandthe cost of
a failure. The cost function is,

Q= oop( failure) + cpfw Gpe(e)de +tVv @

where w = cost of failure,p= cost ofdelay / time
units,v = cost of the gate / train passing and, the

©)

Equation 4 shows the gate cost as a function of the
gmpt.

average train travel tima fw Gpe(e)de
0



(40 #gmpt)* + 20,000 @)
v(gmpt) = 100

This equationimplies thatthere is aninitial cost
associatedvith installing thegateand the cost of the
gate rises as the speedtbé gateincreases. Thealue
of denominator represerttsee number otimes that the
gate operates before it needdsoreplaced. Ishould be
noted that this is a hypothetical equation for
demonstration purposand it is not based on any
empirical knowledge. In fact, the actual function
includes many more parameters.

The cost function isa multidimensionalfunction
of all the parameters dhe system (mptgmpt, 3, Bg,

Pe: Peg [0 subscriptstands for gat@arameters]). In a

practicalsituation a subseatf theseparameterdas to
be selected byhe designer insuch a wayto minimize
the overallcost of operating thesystem. Figure 8

3.4.3 DiscreteAnalysis

Table 2 presents thprobability assignments for
our test runs of the train crossing ignoridgadline
related failures (i.e., = 0). Fourdifferenttrials were
run with differing failure probabilities (where R=
communication failure, fg3= mechanical failuresither
in opening or closing). In all runsyP> Pg, and in

order to reduce the probabilitf critical failure in runs
2 - 4, we set R(close) > Ry(open) by thefactors of
100, 3 and 5 respectively.

Hypothetically, using fault-tolerant nethods, such
reliability improvementsare possible. Consequently,
the probability ofcritical failures (Ryf) are reduced by
the factors of 17.573, 1.975and 2.974 respectively.
Such analyses showing tieagnitude of improvement
associated with givendesign (or specification)ption
can beuseful fordecidingwhat level of faulttolerance

shows a 3-dimensional plot of the cost as a function ofis appropriate (a practicapproachespecially inlight

mpt and gmpt. All otheparameters@reassumed to be
fixed known values. Usinthis function adesigner can

minimize the cost byelecting the right values of mpt
Forexample, if the gate's closing time

and/orgmpt.
was fixed at 30 time units, then the optimaltrain
arrival time is around 52 timeunits. Knowing the
optimal trainarrival time easily gives us thdistance

from where to sendhe open gaterequest message

(given the speed of the train).

Cost parametersw = 10,000, ¢= 20 / time unit.
Train parameters: p=0.1, =4
Gate parameters: . 0.3, =2

Figure 8. Cost function for train crossing.

For smaller values of mpand larger values of
gmpt the cost is mostlynfluenced bythe cost of
failure (mpt= 30andgmpt= 30). Forsmall values of
gmpt (such as gmpt= 1@he cost is mostlynfluenced
by both the cosassociatedvith delaying traffic(i.e.,
delaycostincreases ashe traintravel time increases)
and the cost to build a gate then close faster. |If the
designer has the choice of selecting both mptgmgt,
then the optimal point will be mp®5 and gmpil 25.

of budgetsand schedules). Note, Rycf is the non-

critical failure probability andthe MTTF is given in
the number of discrete steps (or time units).

Table 2. Discrete analysisf£0).

Descrpt. |Runl | Run2 | Run3| Run4
Pc .0001 .00001| .0001 .00001
Pm(close) .01 .00001 | .01 .001
Pm(open)| .01 .001 .03 .005

The results from DTMC-based analysis:

Pct 0.5026 | 0.0286| 0.2544 0.1690
Pnct 0.4974 | 0.9714, 0.7456 0.8311)
MTTF 490.26 | 9524.07 248.19 1656.P1

3.4.4 ContinuousAnalysis

The results of the continuous analysi® shown
in Figure 10. Theseresultsare based orthe CTMC
shown in Figure 9. In the CTMC statespresented by
the markings M1, M2, M6, and M7 are salled "safe"
becausdhese stateare transientand donot (directly)
give riseto failures (do not transition toabsorbing
states). The mechanicalpf), communication X¢) and
timing (t) failure ratesare shownassociatedvith their
transitionarcs. Therade-offbetweenthe rate of train
arrivals {11), speed ofthe train {13), rate ofthe gate
mechanism |fs, Hg) and the failure rates were
investigated.

The unreliability of communications do not
significantly impact the MTTFdecause wéave set
those failure rates mudbwer than theratesassociated
with the gate'sopen/close mechanisty a factor of
1,000 times (i.e.A\yn = 0.0001 >A; = 0.0000001).
Mechanicalfailuresandthe possibilityof the gate not
closing (opening) intime are assumed to bereater
looking at the data (input parameters and the results



)\m = mechanical failure rate Train at intersection

but approaching msg
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A\ = communication failure rate never received!
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msg rcv'd and gate
closing!

Train gone, but the
gate failed to open
properly!

Figure 9. Continuous Time Markov Chain

(CTMC) showing various failure mechanisms.

1.04 Key: ~Run1l Results:
“~ Run2 | | Runl...Rel[10,000]458042 x1040 Mitf=1.09934 x105tus
. ™ Run 3 Run2....Rel[10,000]4.58554 x10-9  Mttf=5.20472 x105tus
0.8} Thl RN | Runa...Rel[10,000107427 X105 Mitf=8.73755 x10%tus
i N ~~ Run6 | | Run4...Rel[10,000]2:34974 1075  Mttf=9.37937 x10%tus
> .. "< Run? RuN5....Rel[10,000]2.56342 X105 Mttf=9.45662 x105tus
= . s
= 0.643 ~.. RUN6....Rel[10,000]2.58888 x10™>  Mttf=9.46547 x10°tus
© R Run7....Rel[10,000]2.44604 x10°1  Mttf=6.15169 x106tus
G) = - -~
x b Input Parameters:**
8;14: 1.T5=000908 Az 4 g ¢1.0x107 Ag 1FLOx10™4
' 21520000008 A3 4 g §10x107 Ag 1F10x104
0.2 \ 3.T5=0.0000908 Az 4 g §L0x107 Ag 1(FLOx10™4
unt X, R;;n e o ! | 4.T5=0.00000908 A3 4 8 §10x1077 Ag 3l0x1074
RUN>— e — /Runs 4, 5& 6 (no visible difference). 5.15=0.0 A3 4 8 §LO x10-7 A5 1FLO x10-4
f ‘ t t t B '
6.T5=0.0 A .0 A 0x104
2,000 4,000 6,000 8,000 10,00Q > 'S 3,4,8,80 5, 1GL.0%
) . 7.15=0.0 )\3’ 4,8, §0.0 )\5’ 10671.0 x10-5
Time units (tu)*
*Time units: each tick on the x-axis is 1000tus. Assume a tu is a second then | “Constantsiyy= 0.0001,up.4, 7, & 1.0, ig 10~ 1.0, while
there are ~16mins/tick, and 10,000 ticks (full range of data) are ~2778hrs. b5 andug = were held set at 0.1 and 0.01 respectively.

Figure 10. Continuous Analysis: System reliability as a function of operational time.

In
We

incontributors to the unreliability ofhe system.
Figure 10) an interesting relatiois evident.

run 6 and 7 inthe graph). In this case, the MTTF
improves by 6 times while theorrespondingsystem

observe that, if the train's speed tends to bring it to thereliability improves significantly from~2.6x10° to

intersection sooner than the gate had time toclose,
then an improvement in the gatesechanical
reliability doesn't reallyhelp! To improve theoverall
system's reliability it ismore important tgrovide the
additional synchronizationbetweenthe train and gate
processes aslescribed in3.1, so as toavoid the
possibility of having the gate miss its deadling).(

In general, it is interestingnd (perhaps) important
to seehow much thdeastreliable entity impacts the
overall system reliability. In FigurelO, there are
incrementalimprovementsseen in Rel[10,000] (the
reliability of the system at 10,000 time units) front 10
4010 10° (see howrs has beemanipulated inruns 1
- 3), but by run 4 wehave reached apoint of
diminishing return. Theext mostsignificant gain in
system reliability comewhen the gate'failure rate is
improved by a factor of ten (note thiéferencebetween

10

~3.3x101.

4. Summary and Future Work

The objective of this paper was to show how CSP
specificationsare translatednto SPNsfor the purpose
of reliability and performance analyses. Such
translations will giveinsight into thefailure modes,
and how fault handlinghechanismsan bedescribed as
a part of theCSP specification. This approach
providesfeedback tothe designer sathat a judicious
cost-benefitanalysis forproviding fault-avoidance and
fault-tolerance can be madeWe have illustratedthis
approach byusing a simple example. Thfailure
probabilities useih this example(hencethe results of
the analysis) are fallustrating ourapproach, nather
significance should battachedthe intention being to
show the completeprocess of specification and
analysis. A tool iscurrently being developed for




automatically translatingCSP specificationsbased on

the grammar discussed in 2.1, into PNs in order to use

off-the-shelf SPN tools for the analysis.

Acknowledgment: Special thanks is extended to
Sherman Reed of thgectrical Engineerindpepartment
(at The University of Texas at Arlington).
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6. Appendix A

This specification isbased onthe original CSP
formulated Train example described in §3.1. T&P-
basedgrammar isfound in §2.1.1. The '--' denotes a
comment , PROCESS is a keyord declarative braces
are grouping connectivesdefining processoundaries.
Process listsequireprocesses bseparated bgommas
when contained inconstructordi.e., SEQ, PAR,etc.)
primarily for readability. A semicolon completes a
process declaration and the peramimpletes the system
declaration (1st symbol, "TrainXing" below). By
convention, walefine processedirst anduse aprocess
constructor to specifgheir interaction. TheArrive,
Depart} in the last lineare synchronizing messages for
the preceding Train ar@ate processes.Since both are
predefined,subsequentreference uses aprocesscall
syntax "Process()." View thgarentheses aonnoting
the existence of a body of events and actions.

14.

Trai nXing =

-- Two processes Train and Gate
consi st of sequential actions
run concurrently. A signal is
required to open/close the Gate.
Processdef:
PROCESS Train =

SEQ
InTransit (),
{ToGate ! Arrive},
At ntersection(),
{ToGate ! Depart}};
-- Processdef:
PRCOCESS Gate =
SEQ
d osed(),
{ToGate ? Depart},
Open() ,
{ToGate ? Arrive}};
-- Mai n body:
PAR{

Train(), Gate(){Arrive, Depart}}.
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AGENDA

* Motivation.
» Body of core approaches.
* Our Approach CSB Petri nets» Markovian analysis.
* Why CSP?
* Petri net overview.
» Demonstrate the concept usingm@ple example.
» Parametric sensitivity analysis.
 Timing failure probability derivation.
» Cost benefit
» System reliability from discrete and continuous analysis

e Summary
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COMPREHENSIVEMOTIVATION

» Why should we be interested in reliability prediction?
V Safety critical nature of some systems.

Vv High cost of loss due to failure.
Vv Ability to evaluate design implementation models (candidate prototypes).

Vv Ability to make design trade-offs.

Topology k\mvam::w_ constraints on the system

Fault toleranc Formal How do the

Deadline & resourc - Functional ﬂwﬂmﬂ_wm

allocation performance
L and

Communication reliability?

Failure categori

Convert a Formal System Description into the Information Neede
to Predict System Behavior as a Function of Observable Parame

AIAA Computing in Aerospace 10 - March 29, 1995: Page 3

REFINED MOTIVATION

» Formal methods fospecification andverification of complex systems do not
permit the specification and analysis of stochastic properties.

» Stochastic models are not useful in specifying functionality.

* Is it possible to translate between formal models and stochastic models to
address both aspects of systems?

* Need to relate non-functional requirements at user (top) level specifications.

v Evaluate cost of providing a required level of reliability or performance.

* Need to develop tools to achieve the translation between the models.
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Boby oF COREAPPROACHES

GENERAL PROPERTIES OFREAL-TIME SYSTEMS

Based on the requirements of a
given system there is generally
a strong need for

(1) reproducible determinism,
(2) determinism that only

guarantees meeting deadlines,
and

(3) priority based solutions up |
to a very general means of |
providing time-value or benefit

Resource
Adequate

. accrual based mechanisms.

Synchronous )
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Boby oF COREAPPROACHES

Topr-LEVEL: ITERATIVE REFINEMENT OFSYSTEM MODELS

Design
Specification

Requirements
Specification

Model
Development Model 0.0 Model 1.0 Model n.0

EE
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OuUR APPROACH INGENERAL

PREDICTING RELIABILITY OF FORMAL SPECIFICATIONS

» As specifications are refined into detailed designs trade-offs are made:

1.
2.

Determine the critical elements of the functional system specification.
Develop translations between CSP and Stochastic Petri nets.

Budget reasonable performance and reliability requirements among
subsystem components.

Decide what features of the system should be changed to improve
the system's reliability.

Validate performance and reliability goals using stochastic system
models (analyze Stochastic Petri nets for stochastic properties).

Augmentation: relate stochastic properties to top level (CSP)
specifications (e.g., failure rates, error handling mechanisms).

Understand the effect these non-functional requirements have on
cost.
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FOCUSEDAPPROACH

PREDICTING RELIABILITY OF FORMAL SPECIFICATIONS

V Translating:
CSP -

(Developing canonical translation rules)
Petri Nets—

(Assume RVs are exponentially distributed)
Markov Processes

(Cultivating stochastic properties)

Vv Estimating Timing Failure Probability
v Reliability Analysis

v Cost Benefit
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WHhY UseCSP?

» CSP as a formal specification method gives rigor . . . .

vV Mathematicahbstraction of process interactions (i.e., communication,
concurrency, recursion, etc.),

Rules to help in thamplementation of processes (i.e., laws used to prove a
specification is satisfied),

/\
,\Ioénqoommmmmom:amg_uommo_ﬁoomﬁ:m::ﬁomv\mﬁm_smésma
components interact internally and with their environment,

/\

/\

Definition of a mathematicaheory for deterministic andnondeterministic
processes,

Algebraic laws which describe thessential properties of the various
operations that are useful in expressing new problems, solutions and
proofs.

* However, for our purposes. . ..

Vv Demonstrate the concept using CSP because itrisstricted, simple,
concurrency constructs ageneric, and the availability obccam.

Vv The CSP-based grammar does not restrict considering CSP properties,
however we are interested only that the structural properties be preservec

Vv Introduction of stochastic properties into that formally rigorous
specification environment.
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CSP $0rTCOURSE

» Originally due to C.A.R. Hoare, later extended by Olderog (and others).

Vv A system is defined as a set of concurrent processes that communicate and
synchronize. Each process is sequential.

v Only visible (communicatiorgctions are specified with CSP processes.

Vv Here 2 processes synchronize on matching input and output actions.

Input Action: P ? Variable
Output Action: P Expression

* CSP Grammar:

P:= stop|la->P|P\elPT1Q|PlQ|PIQ|wP

stop Deadlocked Process
a->P perform action a and behave like P
P _M_ B same as P, but action B is not visible
PI1Q Either P or Q; choice is non-deterministic
Pl Q Deterministic Choice
P _ iw Q P and Q in Parallel with synchronization on B
px.P Recursive Definition of a process
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PETRINETSOVERVIEW

» Petri Nets are directed bipartite graphs

PN=<P, T,E,M> where,
P is the set dPlaces (shown as Circles)
T is the set offransitions (shown as Bars)
E is the set of Edges
Mo is the initial Marking
* Places usually represent events.
v Occurrence of an event is indicated by a token in that place

v Completion of an action can be viewed as an event.

» Transitions usually represent actions (or functions or processes)

* A markingindicates the location (&umber) of tokens implaces,
and to represent the status (or state) of execution of a Petri net.

* A Transition isenabled for execution onlywhen all input places
contain at least one token.

* When atransitioncompletes executiomne tokerfrom eachinput
place is removed and a new token is added to each output place.

AIAA Computing in Aerospace 10 - March 29, 1995: Page 11

CSP = PeTRINETS

Translations are based on the following rules:
V Actions are represented by Transitions.
Vv Events that trigger actions are represented by Places

In Petri nets, the choice between
two actions (Processes) is non-
deterministiC...........cevvvuunnnn...

Deterministic choice is possible
only when additional information Q O@ O
is available............cccccceeeuen.

Synchronization using input and
output actions...........c.ccueeenee.

Synchronization
Event
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TRANSLATIONS. CSP - PeTRINETS
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TRANSLATIONS. CSP - PeTRINETS(CONTINUED)
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DEMONSTRATE WITH ASIMPLE EXAMPLE

» Conversion of CSP specifications into Petri nets.

* Identifying system failure modes by inspecting the Petri nets.

* How the identified failure mode can be handled.

* How to specify the appropriate fault handling mechanism (e.g., additional
synchronization, time-out-retransmit) back at the CSP level (to be
examined by the user/specifier).

» Analysis of Petri nets for reliability using analytically derived (user-based)
timing failure probabilities.
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A SIMPLE COMPLETEEXAMPLE: RAILROAD CROSSING

Two Basic Properties the system must satisfy**:
(1) Safety property — the gate is down during all occupancy intervals
(2) Utility property — the gate is open when no train is in the crossing.

Our solution in general terms:
Two Processes: The TRAIN and the GATE

* TRAIN sends an"arriving" signal to the GATE as it nears the
intersection and proceeds towards the intersection.

* GATE, upon receiving thesignal, closes thegate andremainsclosed
until the train departs.

» TRAIN sends a "departing"” signal after leaving the intersection.
* GATE, upon receiving the signal opens the gate and remains open.

* The two processes repeat continuously.

**This model encompasses the environment which includes the train(s) and the gate, as well as the interface
between them. Thus, the gate closes when a train arrives at the intersection and remains closed until the train
passes the intersection.
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CSP $ECIFICATION —» STOCHASTICPETRINET

TRAIN =
(IN_TRANSIT);
(GATE ! a - AT_INTERSECTION);
(GATE ! d — TRAIN)
GATE =
(TRAIN ? a— CLOSE);
(TRAIN ? d - OPEN- GATE)
RAIL_ROAD_CROSSING =

TRAIN llfa,d} GATE
TRAIN L) e ‘\l/ﬁ GaTE

Gate open
rev'd
IN_TRANSIT 4 )

_HPH 2a _H_ﬁm

RG] < Train sends message m o ‘
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la 4 CLos
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wnuamn:_é Om.m
T | e o D
mmmm:.
4 but not
AT_INTER - revid t
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Train passing z_mgm revid
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< that it is departing

from the intersection.

| a OPEN < iy
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THE ASSOCIATEDMARKOV CHAIN

The behavior of the Train and Gate is modeled by a Markov process.

- > >
IS 'S S
& i & §
> N S 4 & L
'S S & R S o S
3 T 5 RS R ¢
§ N Ly @& S R
© S ) S 9 > o
N R T & S g RN &
S s3 $T %%@ g5 3
< ™ £
g SF g L& &g 0

15

Timing Failure

Non-Critical
Train at intersection, Failure
Train at intersection, msg rcv'd and gate
but approaching msg closing!

neverreceived!

Q Safe states
Critical Failure

>3 = mechanical failure rate Traingone, but the
gate failed to open

X° = communication failure rate properly!
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PARAMETRIC SENSITIVITY ANALYSIS:

» Conventional techniques are used (similar to those in SPNP GSPN).

1. Analytical derivation of timing failure probability.
2. Cost function minimization.
3. Discrete and continuous Markov reliability analysis.

* Results of item 1 provide the basis for graphingpsat function. Item 2
allows choosing an appropridiening that wll ensure theight level of
reliability with respect to the costsnolved in choosing thetiming
bounds.

* If we have chosetpptimal” timing criteria, wecan integratehe timing
failure probabilities (or rates) into the overall system model (item 3).

* The system mdels assum that any othe PNtransitionscan fail by
any of several othdrilure nodes(i.e., mechanicabnd communication,
timing... depending omwhat part of the system thgarticulartransition
represents).

TThe values used in this work (and hence the results of the analysis) are only for illustrating our approach. Do notsigtaifibarce
to the input values used or the output results.
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TIMING FAILURE PROBABILITY -

PARAMETRIC SENSITIVITY ANALYSIS

e n

pm__cﬁm = _up :AG. Jv Q@QJ .

n= 0 0=0
SinceB andn are statistically independent then,

« n

Paee= | PN | pyB)ddn

n=0 0
_ua__sm = h=0 D_AJV _H_n%_\_v QJ Q).

Where, [(n) is the probability distribution function of the train arrival time and
presents the probability th@t< n (the gate closing time).

* Assume that the pdf for the train travel tin8® is given by B(6), and the pdf for the gate closing tintg {s F(n). The joint pdf o andn is Py n(6,n). If
8 andn are statistically independent theg f(6,n)= Pg(8)P(n). In this case, since both the train and gate operate independent of each other, it can safely be
assumed that their probabilities are independent. The failure condition occlirsiiffii.e., when the train arrival time is less than the gate closing time).
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TIMING FAILURE PROBABILITY

PARAMETRIC SENSITIVITY ANALYSIS

The same result can be obtained using conditional probabilities. Lets assume
that the gate closing time is fixed and givertdaghen the probability of failure
can be given as

(H)=p(6 <H|n =H)

pm_._cﬂm
Again, if 8 andn are statistically independent, then,

p(@ <H|n =H) =p(6<H) =F(H).

The total probability of failure would then be,

PO<nN)=P...=| P(H)F(H)dH

H=0

which is the same as (1).
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TIMING FAILURE PROBABILITY

PARAMETRIC SENSITIVITY ANALYSIS

w@m@ujm if 8<mpt

p®) =
mﬁva ﬁmaa\mxm—l &vv if 6= mpt

8 28 8 %
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TIMING FAILURE PROBABILITY

PARAMETRIC SENSITIVITY ANALYSIS

>0.025 > 0.3 gmpt =20 tus
2 4 02 g 0.25 gpd =.9
a) a gpe =1-gpd
0.2
20.015 2 ®B =1
3 £ 0.15
o 0.01 o
o S 0.1
a o
0.005 0,05
50 100 150 200 50 100 150 200
Train Arrival Time Gate Closing Time
c c 1
o S
2 Eos
% i)
a Q.6
2 2
= = 0.4
g g
S 0.z
a o
50 100 150 200 50 100 150 200
Train Arrival Time Gate Closing Time
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TIMING FAILURE PROBABILITY : JOINT PDF OFO AND N

PARAMETRIC SENSITIVITY ANALYSIS

» The probability of failure is the volume under that part of the surface
whereB <n is shown on left.

» By cutting the surface with plane P, th&gg) can be seen as the
volume under the surface in the foreground (shown on right).

The pdf for the train travel time (q) is given by (&), andthe pdf for the gate closing time (h) is(Rh The joint pdf of cand h is B,h(qg,h). If gand h are
statistically independent then Pg,h(qg,h)= Pq(g)Ph(h). In this case, since both the train and gate operate independtheroftezchsafely be assumed that their
probabilities are independent. The failure condition occurs iff, g < h (i.e., when the train arrival time is less tharctbsimgtime).
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DERIVATION OF THECOSTFUNCTION:

PARAMETRIC SENSITIVITY ANALYSIS

The cost Q s,

Ou 82 ﬂﬂm:cﬂmv + e%g m_u%mv% +<

wherew = cost of failuregp = cost of delay / time units,= cost of the gate /
train passing and the integral is the average train arrival time:

average train travel time uh.g 6p,6)d6
0

Gate cost per run as a function of the gmpt (gate most probable closing time):

40 gmpt|* + 20,000
v(gmpt) = 100

$ These numbers have been exaggerated intentionally to make the variations of the cost function more visible. The aethfyasdefi
the time the gate receives the arriving message until the train arrives at the intersection. We did not consider ttegoéteecgreh the
train length (i.e., assume a train length of zero). Notice that this amount of time only depends on the train parameters.
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3-D GRrAPH OFCOSTFUNCTION

PARAMETRIC SENSITIVITY ANALYSIS

» Evaluate (judiciously) the costs (and benefits) for providing fault-avoidance and/or
fault-tolerance using a cost function to optimize design parameters.

Q=wp Qm__c@iv\.m p @ do+v ....where w = cost of failure, f = cost of delay/time units, n = cost of the
o 8 gate/train passing and the average train travel time is ©
= \ or,(6)de
0
4
@o |@3_u© +20,000 ....Is the gate cost per run as a function of the gmpt (gate most probable

v(@mpt)= ———55—— closing time).

TThese numbers have been exaggerated
intentionally to make the variations of the cost
function more visible. Otherwise, a gate that cost
$20,000 plus better operate more than just 100 times!
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3-D GRAPH OFCOSTFUNCTION ENLARGED

PARAMETRIC SENSITIVITY ANALYSIS

2000

Train Arrival Time 2100 Gate Close Tim

1opt?
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DiscrRETEANALYSIS (Prr= 0)

PARAMETRIC SENSITIVITY ANALYSIS

 In all runs Fh > P, and in order to reduce the probability of critical failure
inruns 2 - 4, we setr{close) > h(open) by the factors of 100, 3 and 5
respectively.

» Consequently, the probability of critical failuregfPare reduced by the
factors of 17.573, 1.975 and 2.974 respectively.

Description Run1 Run 2 Run 3 Run 4

Pc .0001 .00001 .0001 .00001
Pm(close) .01 .00001 .01 .001
Pm(open) .01 .001 .03 .005

The results from DTMC-based analysis:

Pcf 0.5026 0.0286 0.2544 0.1690
Pncf 10.4974 0.9714 0.7456 0.8310
MTTF 1490.26 9524.07 248.19 1656.21

Pncf is the non-critical failure probability and the MTTF is given in the number of discrete steps (or time units).
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CONTINUOUSANALYSIS

PARAMETRIC SENSITIVITY ANALYSIS

« Incremental improvements from runs 1 to 7 MTTF: 1.Pxb06.2x16 ....a 6x gain!
Amechis reduced by 10x MTTF improves by 6x MTTF aig,simproves by~ 1x18

In runs 1-4 only the timing failure rates are changed giXigg 5x1040 to 2x10° by
run four a point of diminishing returns has been reached.

Results:
Runl....Rel[10,000]4.58042 x10-40
Run2....Rel[10,000]4.58554 x10°9
Run3....Rel[10,000]£07427 x10°2
Run4....Rel[10,000]2.34974 x10°2
Run5....Rel[10,000]2,56342 x10°2
Runé....Rel[10,000]2.58888 x10°>
Run7....Rel[10,000]8.44604 x10°1

Mttf=1.09934 x10Ptus
Mitf=5.20472 x10°tus
Mitf=8.73755 x10Ptus
Mitf=9.37937 x100tus
Mitf=9.45662 x10°tus
Mitf=9.46547 x10Ptus
Mitf=6.15169 x10Ptus

1.0+
> Key: N\ Run1
] ~ Run2
; ™ Run 3
o.@m‘ . Run4
‘ N ™ Run5
WIOP m. /,// . Run6
g Tl * Run7
m i Tteel
O.m_.\. Tl -~ Run7
034 -2 N T s
0.2¢
Runs 4, 5& 6 (no visible difference)
v 3
T f ¥ f f f
2,000 4,000 6,000 8,000 10,000

Time units (tu)*

*Time units: each tick on the x-axis is 1000tus. Assume a tu is a second, then
there are ~16mins/tick, and 10,000 ticks (full range of data) are ~2778hrs.

Input Parameters:**
1.T5=0.00908

2.T5=0.000908

5.T5=0.0
6.75=0.0 >w. 4, 8, 0.0
7.75=0.0 A3 4, 8, 600

**Constantsiu1= 0.0001,u2-4, 7, & 1.0, ug, 16= 1.0, while
pi5 andpg = were held set at 0.1 and 0.01 respectively.

A3 4 8, §10x10°7
A3 4 8 10x107
3.T5=0.0000908 A3 4 g l0xX107
4.T5-0.00000908 A3 4,8, §1.0x10°7
A3 4 8 §L0x10°7

A5 1F10x104
A5, 171.0x104
As, 17LOX104
As, 10710104
A5 1F10x104
>m. 15710 x10-4
A5 1F1.0x10°5

AIAA Computing in Aerospace 10 - March 29, 1995: Page 29

SUMMARY AND FUTURE PLANS

Translating betweelogical specification models arsfiochastic models.

Vv Permit the specification of stochastic properties

Vv Error handling activities
Vv Fault-tolerance activities

Analyze for stochastic properties.

Currently developing tools to automatically convert between CSP and Petri nets

And Integrating with SPNP for analysis

Other than CSP models.

GCSR permitsspecification of timeyesourcesharing, priorities, exceptions, and

interrupts.

We are working on translations between GCSR and Petri nets.
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