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1 The Security Gap: A Loom-
ing Crisis

The term missile gap was coined in the late fifties
when the Soviets launched Sputnik, to refer to the
wide gap between the US’s national capabilities in
space and its national aspirations. The term soft-
ware gap was coined by Dr Harlan D. Mills in the
mid eighties, at the height of the I'T revolution, when
it was clear that software technology was not keep-
ing up with the demands of the national economy as
it was growing increasingly dependent on the safe,
reliable operation of software systems.

We coin the term Security Gap to refer to the vast
technological gap that exists today between avail-
able capabilities and the demands imposed by recent
global developments. We submit that the security
gap matches or exceeds the earlier gaps in terms of
its stake, and in terms of its technical challenge. We
further argue that not only is the security gap very
wide, it is actually widening, making it even more
urgent that we devote our attention to this technol-
ogy. Figure 1shows the three dimensions of security:

o (riticality. There is no need for security unless
we have a critical resource to protect.

e Threat. There is no need for security unless
there is a threat to acquire, to expose, or to
damage the critical resource that we have.

o TVulnerability. Even in the presence of criticality
and threat, there is no need for security unless
the system that protects the critical resource is
vulnerable, in the sense that it lends itself to
attack/ intrusion/ exposure/ damage, etc.

We claim that the security gap is widening nowa-
days, as we are faring worse on all 3 dimensions of
security:
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e We have increased threat, as a consequence of
the emerging global tensions in the world to-
day, as well as the increased sophistication of
perpetrators.

e We have increased criticality because the emer-
gence of the Internet has shifted more and
more economic and social activity online, mak-
ing security virtually synonymous with cyber-
security.

e We have increased vulnerability because emerg-
ing computing paradigms, such as networking,
distributed computing, mobile computing, open
wide security gaps that are hard to control.

In this short position paper, we argue that a quanti-
tative, formal approach is needed for modeling sys-
tem security, and briefly discuss the outline of a
refinement based approach that integrates security
with other dimensions of dependability.

2 Managing Security: A Quan-
titative Approach

It is fair to characterize current security manage-
ment techniques by means of two broad premises:

o They are primarily Defensive. Traditional se-
curity measures are primarily defensive, in the
sense that they are geared to predefined, pre-
cataloged, vulnerabilities and threats, and are
unable to deal with unknown threats.

o They are primarily Qualitative. Security mea-
sures are taken because they are perceived to
help with predefined threats; there is no quan-
tification of how well they deal with the specific
threat they are intended to mitigate, nor with
any other variations on this threat.
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Figure 1: Three Dimensions of Security

e They are primarily Ad-Hoc. When security re-
quirements are perceived to be high (due to
high criticality, high vulnerability, or high level
of threat), several measures are taken in con-
cert; there is no acknowledgment of whether
these measures are redundant or complemen-
tary, whether they overlap, whether together
they ensure that some security goal is met, etc.

It is necessary to bring some discipline to security
management, by providing the following elements:
security management, by providing the following el-
ements:

e A logic for specifying security requirements and
verifying secure systems against such require-
ments.

e A model for managing system security by
quantifying costs, risks, measures and counter-
measures.

e Automated tools that support security manage-
ment according to the proposed models.

3 Modeling Security

Even though logically, system reliability is driven
exclusively by the existence and possible manifesta-
tion of faults, empirical observations regularly show

a very weak correlation between faults and reliabil-
ity. In [13], Mills and Dyer discuss an example where
they find a variance of 1 to 50 in the impact of faults
on reliability; i.e. some faults cause system failure 50
times more often than others; while their experiment
highlights a variance of 1 to 50, we have no doubt
that actual variance is in fact unbounded. Also, they
find that they can remove 60 percent of a system’s
faults and improve its reliability by only ... 3 per-
cent. In a study of IBM software products, Adams
[1] finds that many faults in the system are only
likely to cause failure after hundreds of thousands of
months of product usage.

We argue that the same may be true for security:
vulnerabilities in a system may have widely varying
impacts on system security. In fairness, the variance
may be wider for reliability than for security, because
in malicious security violations high impact vulner-
abilities may be more attractive targets than lower
impact vulnerabilities, but wide variances are still
quite plausible. Wide variances, to the extent that
they are borne out, have broad impacts on security
management:

e In practice, security ought not be defined as the
absence of vulnerabilities, no more than relia-
bility is defined by the absence of faults (low
impact vulnerabilities do not affect security in
a meaningful way).



e In practice, security ought not be measured or
quantified by the number of vulnerabilities, just
as it is widely agreed (as highlighted by Adams’
[1] and Mills’ [13] work) that faults per KLOC
is an inappropriate measure of reliability.

e Security cannot be improved by focusing on vul-
nerabilities, as we have no way to tell whether
a given vulnerability has low (1) or high (50)
impact on security. Rather, security should be
managed by pursuing a policy that leads us to
the highest impact vulnerabilities first (a sim-
ilar approach to usage pattern testing [3,5,9-
11,13,14,16]).

In light of these observations, we argue in favor of
modeling security in a way that reflects its visible,
measurable, observable attributes, rather than its
hypothesized causes. We argue that a Logic for Sys-
tem Security is needed, to be defined in terms of the
following features:

e A notation for security specification, which de-
tails how to capture security requirements of a
system.

e A formula for security certification, which for-
mulates the condition under which a system
(represented by its security abstraction) meets a
given set of security requirements (represented
by security specifications).

Note that in order to quantify reliability as the mean
time to failure, we must define what it means to fail,
which in turn requires that we define specification
and correctness. Likewise, defining and quantifying
security requires that we define the concepts of se-
curity specification and security certification.

4 Security as a Dimension of
Dependability

It is customary [17] to define dependability as the ag-
gregate of four attributes: availability (probability of
providing services when needed), reliability (proba-
bility of failure free operation), safety (probability of
disaster free operation) and security (probability of
interference free operation). An important distinc-
tion is between availability, which deals with oper-
ational properties, and the other three, which deal
with functional and behavioral properties. We ar-
gue in favor of a uniform model to capture the three

behavioral properties, i.e. reliability, safety and se-
curity. We submit three broad arguments to support
our position.

o Conceptual Argument.  Generalization is a
problem-solving strategy that substitutes a
specific problem with a more general prob-
lem, thereby abstracting away many irrelevant
problem-specific details; though it is paradox-
ical, it is an effective problem solving strat-
egy, as it tends to abstract away irrelevant de-
tail, whence produce more elegant solutions.
We argue that reliability, safety and security
lend themselves to analysis by generalization,
by virtue of their commonalities. Reliability
is defined in terms of faults, errors and fail-
ures, and is handled by means of a hierarchy
of three methods: fault avoidance, fault re-
moval and fault tolerance. Safety is defined
in terms of three concepts, hazard, mishap and
accident, and is handled by means of a hierar-
chy of three methods: hazard avoidance, haz-
ard removal and damage limitation. Security
is defined in terms of three concepts, vulnera-
bility, threat and exposure (or attack), and is
handled by means of a hierarchy of three meth-
ods: vulnerability avoidance, vulnerability neu-
tralization, and exposure limitation. We argue
that these analogies are a strong hint to at least
attempt to model these attributes in a uniform
manner.

o Pragmatic Argument. Reliability, safety and
security are interdependent, in the sense that
each property may depend on the others to
hold. For example, all the claims of reliability
and safety become void if an intrusion occurs
and alters the system’s function or the system’s
state. Conversely, the security of a system is
dependent on the reliability of the components
that implement/ enforce its security measures.
Hence in practice, having high values for one of
these attributes is probably not meaningful un-
less we have commensurate values for the other
attributes as well; also, it is conceivable that
the proof of any one of these properties will use
hypotheses about the other properties. In ad-
dition, while the distinctions between reliabil-
ity, safety and security are meaningful for the
engineer, they are less meaningful for the user:
From the standpoint of the user, it matters little
whether a system failed because of violation of
a reliability requirement, a safety requirement,



or a security requirement.

e Methodological Argument. By virtue of the
analogies that we highlighted above, it is very
likely that methods developed for one property
prove to be useful to other properties. In par-
ticular, it is quite plausible that methods devel-
oped for ensuring reliability prove to be useful
in ensuring security.

5 A Refinement Based Ap-
proach

Whereas in the previous subsection we argued in fa-
vor of a uniform approach to the three behavioral
attributes of dependability (reliability, safety, secu-
rity) in this subsection we argue in favor of a specific
uniform approach, one based on refinement calculi.
We submit three broad arguments to support our
position.

e Conceptual Argument. Refinement calculi have
long been used to model correctness proper-
ties, hence form the basis for reliability anal-
ysis [2,4,6-8,18]. In [12] Mili et al have shown
how safety can be modeled by the same re-
finement mathematics, and how reliability and
safety concerns can be addressed with the same
recovery mechanism. We submit that the same
refinement mathematics can be used to model
(some aspects of) security. In particular, we
argue that there is no difference between relia-
bility and safety except in the quantification of
failure costs (the violation of a safety require-
ment costs more than the violation of a relia-
bility requirement). We also argue that there
is no difference between reliability and security
except in the characterization of fault hypothe-
ses (reliability deals with hardware or software
faults while security deals with faults caused by
malicious intervention).

e Pragmatic Argument. In [15], Nicol et al submit
that it is virtually impossible to ascertain the
security of a complex system, and argue that in
order to enhance system security we must de-
ploy a wide range of methods. We argue that
many refinement based methods of reliability
are designed to achieve this very same goal; they
can be generalized or adapted to deal with secu-
rity. An important attribute of these methods
is their ability to decompose verification goals

and to compose verification claims, as a divide-
and-conguer discipline.

Methodological Argument. By merging various
aspects of dependability and modeling them in
a uniform manner we make it possible to build
eclectic arguments of dependability.
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