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Abstract: Statistical analyses of data from epidemiologic
studies of workers exposed to radiation have been based on
recorded annual radiation doses. It is usually assumed that the
annual dose values are known exactly, although it is generally
recognized that the data contain uncertainty due to measurement
error and bias. We propose the use of a probability distribution
to describe an individual’s dose during a specific period of time
and develop statistical methods for estimating this distribution.
The methods take into account the “measurement error” that is
produced by the dosimetry system, and the bias that was intro-
duced by policies of recording doses below a threshold as zero.
The method is applied to a sample of dose histories over the pe-
riod 1945 to 1955 obtained from hard copy dosimetry records at
Oak Ridge National Laboratory (ORNL). The result of this eval-
uation raises serious questions about the validity of the historical
personnel dosimetry data that is currently being used in studies
of the effects of low doses in nuclear industry workers. In par-
ticular, it appears that there was a systematic underestimation of
doses for ORNL workers. This may result in biased estimates of
dose-response coefficients and their standard errors.

Keywords: Bayesian estimation, likelihood, film dosimeter,
missing dose, dose uncertainty

INTRODUCTION

Pocket ionization chambers (or pocket meters) were ini-
tially considered the primary device for monitoring person-
nel exposures, with a film dosimeter being only a valuable
adjunct (1). With expanding experience at Oak Ridge, Ten-
nessee, and with the startup of the production facilities at

�Mathematical Sciences Section, Computer Science and Mathemat-
ics Division, Oak Ridge National Laboratory, P. O. Box 2008, Oak
Ridge, Tennessee 37831-6367

†Deceased
‡Author to whom correspondence should be addressed.
��Assessment Technology Section, Health Sciences Research Divi-

sion, Oak Ridge National Laboratory, P. O. Box 2008, Oak Ridge, Ten-
nessee 37831-6383

Hanford, Washington, in 1944, this practice was reversed,
and the film dosimeter provided the official dose of record,
while the pocket meter became the day-to-day means of
monitoring personnel exposures in the workplace (2). At
ORNL, however, the daily pocket-meter readings were also
maintained as a part of an individual’s dose records (1).

An individual’s radiation dose of record at ORNL for
external penetrating radiation, principally gamma rays, is
based on pocket meters from 1943 to July 1944, film
badges from then to 1975, and thermoluminscent dosime-
ters since 1975 (3). The pocket meters were evaluated
daily (minimum detectable limit of 0.02 mSv), and the
film badges were evaluated weekly from July 1944 to July
1956, when quarterly monitoring was initiated (minimum
detectable limit of 0.30 mSv). This is the period to which
the methods developed in this report are applied. Several
reports have already been published about missing dose
during the weekly evaluations of film badges (4, 5, 6, 7).
However, there is considerable doubt in the current litera-
ture concerning the lower detection limit of the film-badge
dosimeters (8). The general issue of uncertainty in indi-
vidual dose estimates in epidemiologic studies of nuclear
industry workers has also been discussed (9, 10, 11, 12).

The lower limit of detection of the most sensitive film
used at ORNL was 0.10 to .30 mSv. A lower detection
limit of 0.10 mSv was possible if an experienced technician
evaluated the exposed films with special care (13). During
film-badge exchange, when hundreds to thousands of films
were read in large batches by technicians with widely vary-
ing experiences, a lower limit of detection of about 0.30
mSv was about as good as could be expected (14). In prac-
tice, a film-badge reading of zero means the radiation dose
to the worker was less than 0.30 mSv unless a smaller value
is given. Thus, the missing dose from weekly evaluations
of the film badges occurred primarily among those workers
with the lowest radiation-dose estimates between 1944 and
1956 (4, 5, 6).

The design of the film badge and its use at ORNL
changed considerably over the years. In November 1951,
for example, the photo film badge was introduced and all
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ORNL employees were required to wear a film badge on
the job (1). Prior to November 1951, only those ORNL
employees who entered a radiation area were required to
wear a film badge. Two or more filters were used in all
ORNL film badges to aid in interpreting the radiation dose
and in resolving the difficulty due to the fact that the un-
shielded films were more sensitive to x rays between 50
and 100 keV than to x or gamma rays above 200 kev (14).
The film-badge readings quoted throughout this report are
estimates of the equivalent dose from external penetrating
radiation at a depth of approximately 1 cm within the total
body or a major portion of the total body.

Typically, epidemiological studies of the effects of ex-
ternal penetrating radiation on worker health have relied on
recorded annual doses to the individuals in the population.
These annual doses were obtained by adding up recorded
weekly film-badge readings. In the statistical analysis,
these annual dose values have been treated as though they
are known exactly, although everyone recognizes that there
is uncertainty due to measurement error and bias. It is usu-
ally assumed that the measurement errors “average out”
and that the bias is small.

This project is motivated by the need for adjustment for
dose bias and uncertainty in epidemiologic dose-response
analyses. The first step is an adjustment for bias and quan-
tification of uncertainty in dose estimates, which is the sub-
ject of this paper. Except for some general remarks, the
effect of dose bias and uncertainty on dose-response esti-
mates is not considered (15).

The objective of this report is to provide methodology
for estimating the true dose of an individual during a year,
given the recorded weekly exposure histories for that in-
dividual in that year. The “true” dose of an individual is
considered to be the quantity of radiation encountered by
the film badge(s) worn by the individual during the period
in question. The relevant and difficult issues involved in
estimating the dose to the body (or, even more relevant and
more difficult, the estimation of doses to specific organs)
will not be considered here but can be based on the same
framework.

The dose estimate proposed for each individual is a non-
parametric probability distribution. This is the most gen-
eral description of uncertainty and can be reduced to other
descriptions of uncertainty. A nonparametric probability
distribution estimate, consisting of many (say 100) density
points, can be reduced to a more concise description such
as the five points of a boxplot (see Section on Dose Esti-
mates), or to a few parameters of an assumed distribution
(such as the mean and variance of a normal or a lognormal

distribution). Each reduction is a loss of some information
and a gain in simplicity. These can be computed for an in-
dividual or for any cohort of individuals. Such generality
allows the dose estimates to be useful for many purposes
including adjustment for dose uncertainty in epidemiologic
dose-response analyses by methods already known or yet to
be developed.

A more detailed version of this report and related
computational methods are available (16, 17) (or URL
http://www.epm.ornl.gov/�ost/compstat.html).

METHOD FOR A SINGLE PERIOD

A Bayesian statistical approach is used to estimate the un-
observed quantities (true doses) given the values of the ob-
served ones (recorded doses). A relationship between the
true dose and the recorded dose in the form of a conditional
probability distribution is the key element of the method.

For each dose, the estimate is expressed in the form of
a probability distribution. A point estimate (single “best”
value, by some criterion) could be obtained from this dis-
tribution, but we shall avoid this, since we regard the prob-
ability distribution itself as the estimate, and think of any
reduction as a loss of information. In particular, if annual
doses are to be used as inputs to a model that relates health
effects to radiation dose, it is necessary to obtain point es-
timates and to quantify the uncertainty in these values.

In Bayesian estimation, quantities of interest, observed
and unobserved, are endowed with a joint prior probabil-
ity distribution that represents (approximately) the state of
knowledge about them prior to (or external to) observation
or measurement. Then the actual values of the observed
measurements are put in, as conditioning information, and
the laws of probability are used to find the conditional dis-
tribution of the unobserved valuesgiven the observed ones.
See for example (18) for further background on Bayesian
estimation or (19, 20) for an application in dosimetry.

In a single exposure period (e.g., one week), there are
two quantities of interest:

x the unobserved true dose to the film badge, and

z the recorded dose to the film badge.

The “functional” approach to measurement errors is used
because we consider the unobservedx to have a fixed value
(21). Nevertheless,x is treated as a random variable to ex-
press the uncertainty associated with our knowledge of its
true fixed value. For example, there can be only one true
value forx, but, in the absence of knowledge of what that
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value is, we attach a (prior) probabilityP(x) to every pos-
sible value ofx, where∑xP(x) = 1. We shall refer to the
functionP(x) as theprobability distributionof the random
variablex. The interpretation of probability here is degree
of belief in the truth of the proposition that the true dose is
x. This interpretation provides a mathematical representa-
tion of the degree of uncertainty about deterministic quan-
tities: a small bit of probability placed at each of a large
number of values ofx reflects a high degree of uncertainty,
whereas a probability of 1 placed at a single value reflects
complete certainty.

We emphasize thatP(x) refers to the distribution of prob-
abilities that concernsone individual in one exposure pe-
riod . This is important to note, because in other literature
distributions often refer to a cohort of individuals.

The recorded dosez is also treated as a random variable.
Prior to its observation, for a knownx, there is uncertainty
in its value. This allows the assumed relationship between
z andx to take the form of a conditional probability dis-
tribution P(zjx). This is an “ifx, thenz” relationship, but
with uncertainty built in, uncertainty that existsprior to the
observation ofz.

The language of probability is used to arrive at a state-
ment aboutx given z. The conditional probability distribu-
tion P(xjz) is called theposteriordistribution and is given
by the Bayes’ Theorem (see (18), for example)

P(xjz) = c(z)P(x)P(zjx); (1)

wherec(z) is a normalizing constant which ensures that
∑xP(xjz) = 1.

The key component for implementing this approach is
P(zjx). In effect,P(zjx) is the answer to the question: “If
the true dose isx, what is the probability that the recorded
value isz?” This is determined by careful consideration
of the properties of the measuring device (in this case the
film badge and the system used in reading and recording
its dose). Note that that this is a function of two variables,
namelyx andz, and it is constructed by specifying a dis-
tribution onz for each possible (fixed) value ofx (as we
do in the section that follows). After specifyingP(zjx) for
all possiblez andx, it is used as a function ofx for each
observedz. This is the “likelihood” ofx for the observedz
and is denoted byL(xjz).

The prior distributionP(x) is less critical but more prob-
lematic. What beliefs and uncertainties should go into the
determination of the prior probabilities? In most situations,
however, it is possible to formulate a description ofP(x)
that is acceptably objective.

Constructing the Likelihood Function for the 1945–1955
ORNL Cohort

The likelihoodL(xjz) is available from the complete spec-
ification of P(zjx) for all possible values ofx andz. We
begin by constructingP(zjx).

Let z̃ be theexpressed doseto the badge; that is, the
reading that would be recorded if there were no round-
ing or censoring. (“Rounding” means that readings are
given in multiples of 0.05 mSv. “Censoring” is the practice
of recording as zero all readings that are below a certain
threshold.) The variability in ˜zfor fixedx is intended to rep-
resent instrument error and reading error. We assume that
z̃ has a lognormal distribution such that log(z̃) has mean
log(x) and standard deviationα(x), both of which depend
on x. Thus,

P(z̃jx) = 1p
2πz̃α(x)

exp

�
1

2α(x)2 [log(z̃)� log(x)]2
�
:

Information about the dependence ofα on x is obtained
from (13):

“ : : : in ordinary routine procedures using techni-
cians to process the film badges, the probable er-
ror is about�30 mrad [or 0.3 mSv ofγ-dose]
: : : This �30 mrad does not represent our total
probable error in reading the film badges, except
when the readings are from 0 to 30 mrad. If the
exposure is to hardγ-radiation [.1 to 3 MeV], we
can read 100 mrad to�0:015 rad [i.e.,�15%] or
1 rad to�0:1 rad [i.e.,�10%].”

To translate this into reasonable values forα(x), it is as-
sumed that the “upper 3-standard deviation” limit on log(z̃)
corresponds to the following upper limits on ˜z: 0.3 mSv
at x = 0:01 mSv, 0.6 mSv atx = 0:3 mSv, 1.15 mSv at
x = 1 mSv and 11 mSv at x=10 mSv. Under the lognor-
mal assumption, the probability that these upper limits are
exceeded is only 0.0013. That is, we are treating Morgan’s
(13) “probable errors” essentially as maximum errors. This
interpretation is consistent with Morgan’s usage of them to
compute the errors for sums of film-badge readings. By
setting these upper limits toxe3α, i.e., the logarithms of
the limits to log(x) + 3α, we find α = 1:134 atx = 0:01
mSv,α = 0:231 atx= 0:3 mSv,α = 0:0466 atx= 1 mSv,
and α = 0:0318 atx = 10 mSv. To interpolate between
these values, the following piecewise linear function inα
vs. log(x) is used:

α(x) =

8<
:

�0:0884874�0:2654017� log(x) 0< x� 0:30
0:04658731�0:1532109� log(x) 0:30� x� 1:00
0:04658731�0:00643505� log(x) 1:00� x� 10:00

(2)
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Figure 1: 99% probability bounds on expressed dose (˜z) versus
true dose (x).

Because the lognormal distribution is skewed to the
right, the “probable error” in the negative direction is less
than that in the positive direction. For example, the 99%
probability bounds for ˜z are (0.0005, 0.19) atx = 0:01,
(.17, 0.54) atx = 0:30, (.89, 1.13) atx = 1:00, and (9.21,
10.85) atx = 10:00. The bounds based on this interpola-
tion are shown in Fig. 1, for 0:01� x� 5:00 mSv. Fig. 2
shows, as an example,P(z̃jx) whenx= 0:32. This is a log-
normal distribution such that log(z̃) has a normal distribu-
tion with mean log(:32) = �1:139 and standard deviation
α(:32) = 0:221 (from Eq. (2)).

The above definition of expressed dose is used in this
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Figure 2: Probability density function of expressed dose ˜z when
true dosex is 0.32 mSv.
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Figure 3: Probability density of recorded dosez when true dose
x is 0.32 mSv.

report. However, other more complex definitions are possi-
ble. For example, it is believed that some workers in higher
dose categories might have removed their badges to avoid
exceeding dose limits. This can be accounted for by an
expressed dose distribution that is a mixture of a lognor-
mal and another distribution that is skewed to the left. The
mixing probabilities would be set by the probability of re-
moving a badge. Such information is not available, but this
could be used to asses sensitivity of the results to badge
removals.

Recall that ˜z is theexpresseddose. We assume in this
section that therecorded dosez is obtained from ˜z by
rounding to the nearest1 multiple of 0.05 mSv, and report-
ing this value if it is greater than or equal to 0.30 mSv. If ˜z,
after rounding, is less than 0.30 mSv, then zero is reported.
We call this last policy thecensoring convention. These
are simplified versions of the rounding and censoring that
were done when the historical ORNL data were recorded.
For example, the historical data contains a small number of
non-zero values that are less than 0.30 mSv, which clearly
were not censored.

Fig. 3 is derived from Fig. 2 by applying both the round-
ing and censoring conventions. This is the assumed dis-
tribution of recorded doses that results if the true dose
x = 0:32 mSv. It is interpreted as a description of the
recorded-dose frequency distribution of a large number of
film badges exposed to 0.32 mSv and processed through
the dosimetry and recording system used at ORNL prior to
1956.

1We use unequal probability rounding suggested by historical data.
Multiples of 0.10 favor multiples of 0.05 at the rate of 85% to 15%.
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Figure 4: Likelihood of true dosex when recorded dosez is 0.40
mSv.

The above definition ofP(zjx) is used to compute the
likelihood of anyx for an observedz. For example, Fig. 4
shows the likelihood ofx whenz= 0:40 mSv, the recorded
dose to the badge. This provides an answer to the question:
“How likely is it that this observed valuez= 0:40 mSv was
a result of a possible true dosex?”

The Weekly Prior

The lognormal distribution is used as the prior distribution
P(x). The parametersµ andσ are the mean and the stan-
dard deviation of log(x). Note also that exp(µ) is the me-
dian (or 50th percentile) ofx. This distribution is chosen
partly for computational convenience, and partly because
it reflects the general belief that larger doses are less likely
than smaller ones. This belief is consistent with the statis-
tical distribution of film-badge readings observed in large
homogeneous populations. Another good choice for the
prior would be the gamma distribution, for example. The
methodology can be applied with any choice of prior distri-
butions (including improper distributions). The procedure
used to specify the lognormal prior parameters is be dis-
cussed in a later section.

Computing an Individual Weekly Dose Estimate

Two examples of a weekly dose estimate are given: one
from a recorded dose of 0.40 mSv and another from
recorded dose of 0 mSv. For illustration purposes, a weekly
prior with a median of 0.3 mSv and 75th percentile of
1 mSv is used. This prior is chosen because its median
falls between the two recorded dose examples and it pro-

vides a good example of how data changes prior informa-
tion. The center of the prior (the median) also falls on the
censoring point. This gives lognormal parameter values of
µ=�1:204 andσ = 1:821. The 5th, 25th, 50th, 75th, and
95th percentiles of this distribution are 0.014, 0.084, 0.30,
1.0, and 6.0 mSv, respectively. Note that the spread of the
distribution is quite wide, reflecting a considerable amount
of prior uncertainty about the true dosex in a given week.
This is called the “fixed” prior.

For computational convenience, the distributions and the
likelihood are discretized so that all of the probability lies
on multiples of a small dose (for example, 0.01 mSv).
Thus, in our example,P(x) is the probability that the log-
normal variable with parametersµ=�1:204 andσ=1:821
lies within 0.005 mSv ofx, for x= 0:01;0:02;0:03; : : :. De-
tails of the discretization, including spacing of the discrete
mass points and their coverage, are discussed in (17). The
reader who is interested in prior and likelihood construc-
tion and computation for another cohort may require the
additional detail presented in (17).

Let x be the vector of discretizedx values. ThenP(x) is
the vector of associated prior probabilities andL(xjz) is the
vector of likelihood values. Equation (1) in terms of these
vectors is

P(xjz) = c(z)P(x)L(xjz); (3)

where the vector product is element-wise, meaning that the
ith element ofP(xjz) is c(z) times theith element ofP(x)
times theith element ofL(xjz).

Supposez = 0:40 mSv. The posterior distribution
P(xjz= 0:40) is obtained by element-wise product ofP(x)
andL(xjz= 0:40), and normalizing so that the sum of prob-
abilities is one (See Eq. (3)). This is shown in Fig. 5
together with the fixed prior distributionP(x) for compari-
son. The knowledge of a single film-badge readingz=0:40
mSv considerably sharpens our knowledge ofx in the sense
of reducing the uncertainty about it.

Now suppose the recorded dosez had been zero rather
than 0.40 mSv. The likelihood function in the casez= 0
is shown in Fig. 6. In Fig. 7, the fixed prior and the poste-
rior distributions are plotted together for comparison. Note
that although the film badge serves to exclude the possi-
bility that the true dose is greater than about 0.40 mSv, it
does not distinguish well among low values ofx. In this
low dose region, the posterior distribution essentially mir-
rors the prior distribution, and is sensitive to the particular
choice of prior. Comparing Fig. 5 and Fig. 7, shows that
the posterior distribution is much less sensitive to the prior
whenz> 0 than whenz= 0.
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Figure 5: Comparison of prior to posterior distribution of true
dosex when recorded dosez is 0.40 mSv.

ESTIMATING CUMULATIVE DOSE

Now consider the estimation of a yearly dose based on a
sequence ofn film-badge readings, obtained weekly from a
single individual. LetxT = ∑n

i=1xi wherexi is the true dose
to the badge worn by the individual during theith week,
and letzi be the corresponding recorded dose. Also, let the
set ofn true doses bex = fx1;x2; : : : ;xng, and the set of
recorded doses bez = fz1;z2; : : : ;zng. The objective is to
obtain the posterior distributionP(xT jz), which will serve
as an estimate ofxT . The simplest approach is to treat each
week as independent of the others, so that

P(xjz) =
n

∏
i=1

P(xi jzi): (4)
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Figure 6: Likelihood of true dosex when recorded dosez is zero.
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Figure 7: Comparison of prior to posterior distribution of true
dosex when recorded dosez is zero.

That is, conditional on the set of recorded dosesz, the set
of true doses can be treated as independent random vari-
ables, whose individual distributions are given byP(xi jzi).
The distribution of the sumxT can be obtained numerically
in various ways (see (17)). For this report, a large ran-
dom sample from this distribution is generated and a his-
togram or a boxplot of the sample is reported. To gen-
eratexTm, the mth value ofxT in this sample, first the
set fx1m;x2m; : : : ;xnmg is generated by drawingxim from
P(xijzi) for i = 1; : : : ;n. These values are then summed:

xTm=
n

∑
i=1

xim;

and the procedure is repeated, until a large sample (consist-
ing of several thousand values) is generated. Combining in-
tervals through simulation allows nonuniform intervals as
well as the introduction of serial dependence structures be-
tween intervals. In the case of serial dependence, Eq. (4)
does not hold, but the simulation approach to computing
thexT distribution is still valid. For example, a dependence
structure can be introduced by providing a dependence re-
lationship of a prior in a given week on the posterior of the
previous week.

Note thatP(xijzi) is represented by a discrete approxima-
tion on a finite number of points. The inverse cumulative
distribution function method is used (see (22), for example)
for drawing sample points from this discrete distribution.
See (17) for more detail.

The result of this procedure, is demonstrated using
weekly records from two individuals. The sequence of
recorded film-badge readings (z) for person A in 1948 is:
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3 4 5 6 7 8
mSv

Figure 8: Yearly dose distribution estimate for person A (with
recorded dose of 0.65 mSv) based on a fixed prior.

f0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0.35, 0, 0, 0,
0.30, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0g,

the total for the year being 0.65 mSv.
For each week,P(xi jzi) is computed, in a manner sim-

ilar to the one used to generate Fig. 5 and Fig. 7. Then
5,000 values ofxT are generated as discussed above. A
histogram2 of this sample, which can be viewed as an esti-
mate ofP(xT jz), is shown in Fig. 8. This suggests that the
true 1948 dose of person A is roughly between 3.5 and 7
mSv.

For person B, the sequence of recorded badge readings
in 1954 is:

f 2.1, 0, 0.8, 0.95, 1.4, 0.5, 0, 0.7, 0, 1.4, 0.3, 3.45, 1,
1.6, 0, 1.6, 0, 0.8, 0.5, 0.7, 0, 0.4, 0, 0, 0.6, 0.75, 0, 0,
0, 0, 0, 0, 0, 0, 1.5, 0, 0, 0, 0, 0, 0.9, 0.7, 1.1, 0, 0, 0.9,
0, 0, 0, 1.7, 0.55, 0.3g,

the total for the year being 27.2 mSv. Fig. 9 shows the
estimate ofP(xT jz) for this individual. It suggests that the
true 1954 dose for person B is roughly between 27.5 and
31 mSv.

Note that for both individuals the estimate of yearly dose
is centered higher than the sum of recorded doses. This
is much more pronounced with the lower recorded annual
dose.

2All histograms presented here are density estimates and as such
have a total area of 1. They-axis scale depends on the histogram bin
size and is not displayed to avoid inappropriate comparisons.

27 28 29 30 31 32
mSv

Figure 9: Yearly dose distribution estimates for person B (with
recorded dose of 27.2 mSv) based on a fixed prior.

USE OF ADDITIONAL DATA

Additional information can be incorporated into the con-
struction of the likelihood and the prior. The available
weekly data (described below in the application section)
also includes a pocket-meter dose corresponding to each
recorded film-badge reading. This weekly pocket-meter
dose is calculated as the sum of minimum daily read-
ings of a pair of pocket meters. This sum is the weekly
pocket-meter dose and is denoted byw. Also, let w =
fw1;w2; : : : ;wng be the vector ofn weekly pocket-meter
doses that corresponds toz, the vector of recorded film-
badge readings.

The weekly pocket-meter dose,w, is used to indicate
whether censoring was needed for a given zero film-badge
reading and to provide location information for a very dif-
fuse prior. A more rigorous approach to the inclusion of
pocket-meter data would require likelihood construction
and prior construction for pocket meters by reviewing his-
torical information on daily pocket-meter dose measure-
ment at ORNL. These are the two basic components of our
methodology that have to be “customized” in every new
application. For example, some issues that would need to
be addressed to construct a likelihood for a single pair of
daily pocket-meter readings include

� What is the probability distribution of possible pocket-
meter readings for a given true dose?

� What is the probability that a single pocket meter or
both pocket meters are damaged? (Damaged pocket
meters can produce artificially elevated results.)



A METHOD FOR ESTIMATING DOSE TO INDIVIDUALS Mitchell, Ostrouchov, Frome, and Kerr 8

x (mSv)

lik
el

ih
oo

d

0.0 0.1 0.2 0.3 0.4 0.5

0.
0

0.
2

0.
4

0.
6

0.
8

Figure 10: Likelihood of true dosex when recorded dosez is
zero without censoring.

� What is the probability distribution of possible read-
ings of a damaged pocket meter?

� What rounding and censoring conventions were used?

The computed daily pocket-meter posterior distributions
would then be used to compute the cumulative weekly
pocket-meter dose distribution, which in turn would be
used as the priorP(x) for the weekly film badges. The
fact that pocket meters were worn in pairs also provides
some interesting possibilities for estimating the above dis-
tributions from data rather than just relying on historical
information based on pocket-meter measurements.

Another Likelihood Formulation

The likelihood function forz= 0, shown in Fig. 6 is based
on the censoring convention of recording as zero any read-
ing that would be rounded below 0.3 mSv. When the
weekly pocket-meter dosew is zero, it may be reason-
able to conclude forz= 0 that the expressed dose ˜z was
within rounding error of zero and no censoring was nec-
essary. Fig. 10 shows the likelihood function ofx, the true
dose, whenz= 0 and no censoring is performed. This is the
“rounded” zero likelihood and to the likelihood of Fig. 6 is
the “censored” zero likelihood. The posterior distribution
of true dosex that results from the “rounded” zero likeli-
hood is compared to the fixed prior in Fig. 11. Comparing
Fig. 11 to Fig. 7, shows that the “rounded” zero likelihood
puts considerably more posterior mass near zero, effec-
tively excluding dose above 0.15 mSv.

The effect of the “rounded” zero likelihood onP(xT jz) is

x (mSv)
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Figure 11: Comparison of prior and posterior distributions of
true dosex when recorded dosez is zero without censoring.

demonstrated on persons A and B. The sequence of weekly
pocket-meter dosesw for person A is:

f0, 0, 0.05, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,
0, 0, 0, 0.1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0.05, 0, 0, 0, 0,
0.05, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0g,

and the same sequence for person B is:

f 0.6, 0.15, 0.85, 0.8, 0.55, 0, 0.5, 0, 0.15, 0.6, 0.55,
4.3, 1.3, 1.7, 1.95, 0.9, 0.45, 1.4, 1.6, 0.4, 0.1, 0.3, 0,
0.05, 0.7, 0, 0.1, 0.1, 0, 0, 0.15, 0, 0, 0.05, 1.7, 0.1, 0,
0, 0, 0.15, 0.35, 0.1, 0.1, 0.7, 0.45, 0.2, 0, 0, 0, 0.35,
0.2, 0.65g,

Their yearly dose distributions are shown in Fig. 12 and
Fig. 13. As expected, both distributions have shifted closer
to the recorded dose, although both are still centered con-
siderably higher than the recorded dose. The shift toward
recorded dose is greater for person A, because of a larger
proportion of “rounded” zeros. Rounded zeros also have
less uncertainty and this results in a narrower distribution
for person A.

A Simple Prior Formulation Based on Pocket-Meter Data

Up to this point, the parametersµ andσ of the prior dis-
tribution P(x) have been fixed. To be more objective, the
influence of the prior can be reduced by making it more
diffuse and some other data can be used in its specification.
Pocket-meter data are used to specifyµ andσ as follows.
The weekly pocket-meter dose,w, is used as the median
of P(x) (that is,µ = log(w)). The parameterσ is set to
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Figure 12: Yearly dose distribution estimate for person A (with
recorded dose of 0.65 mSv) allowing “rounded” zeros and with
a fixed prior.

a value that puts the 95th percentile ofP(x) at w+ 6:00
mSv. This ensures that the prior does not exclude high
film-badge readings even when the pocket meter reading is
very small or zero. It provides a large amount of prior un-
certainty (i.e. the prior is diffuse) and allows the recorded
film-badge reading to be the overwhelmingly dominating
factor that determines the posterior dose distribution. The
posterior distribution is in fact not very sensitive tow due to
the large value ofσ. More posterior sensitivity is exhibited
to a constantc0 discussed later in this section.

Some weekly pocket-meter doses are missing. In such

26 27 28 29 30 31
mSv

Figure 13: Yearly dose distribution estimate for person B (with
recorded dose of 27.2 mSv) allowing “rounded” zeros and with
a fixed prior.

0.0 0.1 0.2 0.3 0.4 0.5 0.6
mSv

Figure 14: Yearly dose distribution estimate for an individ-
ual with zero recorded film-badge reading and all zero weekly
pocket-meter doses.

cases that individual’s weekly pocket-meter dose average
over the weeks that are not missing is used. When all
weekly pocket-meter doses are missing, they are treated as
zero for the purpose of specifying the prior. (See paragraph
below for special treatment of zeros.) This implicitly as-
sumes that an individual with no pocket meter readings is
not a radiation worker.

The use of the lognormal distribution as our prior on
x, the true dose to the film badge, implicitly assumes that
x > 0. This is consistent with the belief that the true dose
may be negligibly small but can never be zero. Since the
pocket-meters have a sensitivity threshold, many weekly
pocket-meter doses are recorded as zero. Because the log-
arithm of zero is undefined, the accepted practice is to
choose a small positive valuec0 to replace the zero. The
case ofz= 0 andw = 0 is used to calibrate the value, since
this is where results are most sensitive to it. The value
c0 = 0:0003 mSv puts the 95th percentile ofP(xT jz) at
0.30 mSv. That is,c0 is chosen so that the probability is
.95 that the yearly true dose is below 0.30 mSv, when all
pocket-meter and film-badge readings are zero. The value
0.30 mSv was chosen, because this is the censoring point
for recording zero. This distribution is shown in Fig. 14.
As the recorded dose increases, sensitivity of the true dose
distribution to the choice ofc0 decreases. For example, the
mean of the true dose distribution for an individual with a
recorded yearly dose of 16.75 mSv (which consists of about
50% weekly zeros) increases by 0.004 mSv in response to
doubling thec0 value. This is a very small change, particu-
larly considering thatc0 is a weekly quantity and the dose
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Figure 15: Yearly dose distribution estimate for person A (with
recorded dose of 0.65 mSv) allowing “rounded” zeros and with
pocket-meter specified priors.

distribution is a yearly quantity.
Fig. 15 and Fig. 16 demonstrate the the effect onP(xT jz)

of specifying the prior parametersµ and σ with pocket-
meter data for persons A and B, respectively. Both dis-
tribution have again shifted closer to the recorded dose.

APPLICATION TO ORNL COHORT

To illustrate the application of the general dose estimation
method and the specific likelihoods and priors developed
for the 1945-1955 ORNL cohort, a sample of hard copy

26 27 28 29 30 31
mSv

Figure 16: Yearly dose distribution estimate for person B (with
recorded dose of 27.2 mSv) allowing “rounded” zeros and with
pocket-meter specified priors.

records was obtained from the ORNL dosimetry files. The
hard copy records contain the detailed daily and weekly
monitoring results for each “person-year” selected. The
sample was obtained in two stages. It includes a strati-
fied random sample of exposed workers (150 person-years)
with yearly film-badge totals that are greater than zero. The
remainder of the sample (100 person-years) was obtained
by sampling at random from all person-year records over
the period from 1945-1955 when film badges were evalu-
ated on a weekly basis. The weekly film-badge reading and
the pocket-meter dose were abstracted from the hard copy
records. This data has also been used to develop a prelim-
inary dose-adjustment procedure in another study (23). It
is important to note that the data currently being used in
epidemiologic studies of ORNL workers (9, 24, 3, 8, 25)
consist of the yearly total of the weekly film-badge read-
ings for each worker. The detailed weekly records are not
available in machine readable form at this time.

Dose Estimates

The dose estimation procedure was applied to the 150
person-years (out of the possible 250 described above) that
had at least 30 weekly records. The fact that a person-year
does not contain a full 50 weeks (2 weeks are vacation)
could be for a number of reasons. We assume that that per-
son worked only the weeks for which there are records.
That is, no dose is accumulated for the weeks with no
records. Other solutions are possible with additional infor-
mation. For example, if there is information that a person
was assigned to a work area without film-badge monitor-
ing, a dose distribution for this assignment area could be
constructed from other data. This distribution would be
accumulated for the weeks concerned. The result of this
might be a slightly wider yearly dose distribution estimate.

The results are summarized in Figures 17-20, which
show boxplots ofP(xjz) for each person-year (labeled with
andid number and year). The boxplots show the 1, 25,
50, 75, and 99 percentiles of each distribution. In addition,
a bold glyph indicates the relative position of the recorded
dose for each person-year. The person-years along the ver-
tical axis are in increasing order of recorded dose. The
available pocket-meter data is used to specify priors and
modify likelihoods as discussed earlier in this paper. The
data contain a few non-zero recorded film-badge readings
below the censoring point of 0.30 mSv. The “rounded”
likelihood is used in each of these cases, because clearly
no censoring was performed.

The following observations about Figures 17-20 are
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Figure 18: Boxplots of yearly dose distribution estimates and the corresponding recorded dose (mSv) for a sample of the ORNL
cohort (continued).
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Figure 19: Boxplots of yearly dose distribution estimates and the corresponding recorded dose (mSv) for a sample of the ORNL
cohort (continued).
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Figure 20: Boxplots of yearly dose distribution estimates and the corresponding recorded dose (mSv) for a sample of the ORNL
cohort (continued).

made with the knowledge of the underlying weekly dose
data for each person-year.

� Almost all distributions are centered above the
recorded film-badge reading. Thus recorded doses
systematically underestimate the true dose.

� The recorded dose is below the one percentile of the
distribution in about half the cases. This indicates a
severe underestimate of the true dose by the recorded
dose.

� The most severe underestimate occurs for person-
years that have many zero recorded film-badge read-
ings which correspond to non-zero pocket-meter
doses.

� The relative uncertainty is greatest at lower recorded
dose levels.

� The large differences in uncertainty at the lower
recorded dose levels appear to be mostly due to differ-
ences in content of “rounded” and “censored” zeros.
Censored zeros (w > 0, z= 0) introduce more uncer-
tainty than rounded zeros (w= 0, z= 0).

Dose-Response Analysis

The results indicate that recorded doses for ORNL workers
before 1956 that are currently being used in epidemiologic
studies contain a large systematic negative bias. Further,
there is considerable uncertainty in theses dose estimates
that should be taken into account when they are used in

dose-response studies of radiation effects. Studies pub-
lished to date (24, 3, 25, 26) that involve ORNL workers
are based on the recorded film-badge readings and have
not taken the uncertainties described here into account in
the statistical analysis.

A review article (27) discusses several approaches to
dose-response analysis mostly from thestructural (see
(21)) view of the measurement error problem. Dose dis-
tribution estimates in this report are based on afunctional
view of the measurement error problem. The statistical
problem that remains is to develop a specific method for es-
timating the dose-response parameter given the time to fail-
ure and the dose history distributionsP(x(t)jz(t)) for each
individual in the cohort. An obvious, but very computation-
intensive solution is simulation.

The practical problem that remains for the ORNL cohort
is to obtain the historical daily pocket-meter and weekly
film-badge data in electronic form so that valid dose esti-
mates can be obtained for subsequent statistical analysis.
Most likely a subset of the data that will support a case
control study will be adequate. Thomas,et al. (27) report
that sample sizes must be several times larger than for the
case of no measurement error.

SUMMARY

Methodology is developed to account for uncertainty and
bias in measurements of individual occupational radiation
dose during 1945-1955 at Oak Ridge National Laboratory
(ORNL) using weekly dosimetry data. The product of this
methodology is an estimate of the true dose for a person-
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Figure 17: Boxplots of yearly dose distribution estimates and the
corresponding recorded dose (mSv) for a sample of the ORNL
cohort.

year in the form of a probability distribution.
The key component of this methodology is a model of

the procedures used in a single film-badge measurement.
This determines the likelihood function. A realistic model

was formulated that includes the most important aspects of
film-badge dose measurement in the period 1945 to 1955 at
ORNL, however the historical information is often sketchy.
The method is very flexible and can easily incorporate
much detail. Further, the methodology can be used to asses
the sensitivity of dose estimates to various scenarios. The
methodology can also be applied to other time periods and
other sites by developing new specific models of measure-
ment process.

Another important component is the prior distribution
whose importance grows with uncertainty in measurement.
Since the largest uncertainty in recorded doses at ORNL re-
sults from censoring, dose estimates from data containing
many censored zeros are sensitive to prior specification.

It is demonstrated that additional data can be used to
specify the prior and modify the likelihood. Pocket-meter
data was used to specify the prior location parameter and
also to indicate whether a film-badge zero resulted from
only rounding or from rounding and censoring. A more
rigorous way of including pocket-meter data is by devel-
oping a model of the pocket-meter measurement system,
applying our methodology to produce a dose estimate from
the pocket meters only, and then use it as the prior for the
film-badge dose estimation. It would also be possible to use
information such as occupation or work location to specify
the priors.

The methodology was applied to a sample of dose histo-
ries obtained from hard copy dosimetry records at ORNL.
The estimated dose distributions show that recorded doses
generally have a strong negative bias. The bias is present at
all dose levels, but it is most severe at low to medium dose
levels, where the recorded dose is usually below the 1 per-
centile of the true dose estimate. This raises serious ques-
tions about the validity of the historical personnel dosime-
try data that is used in studies of the effects of low doses in
nuclear industry workers. In particular, the results in this
report indicate that ORNL workers employed prior to 1957
are likely to have had doses that were higher than those
recorded. Consequently, the dose-response coefficients that
are based directly on the recorded doses (24, 3, 25, 26) may
be biased and their uncertainty is understated.
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