How to Install an OSCAR Cluster
Software Version 1.1b1-v3.0
Documentation Version 1.1b1-v3.0

http://oscar.sourceforge.net/
oscar-users@lists.sourceforge.net

The Open Cluster Group
http://www.openclustergroup.org/

March 28, 2005


http://oscar.sourceforge.net/
mailto:oscar-users@lists.sourceforge.net
http://www.openclustergroup.org/

Contents

1

Introduction 7
1.1 LatestDocumentation. . . . . . . . . . . e 7
1.2 Terminology. . . . . . . . e 7
1.3 Supported Distributions . . . . . . . .. e e e e 8
1.4 Minimum System Requirements. . . . . . . . . . . . e e 8
1.5 DocumentOrganization. . . . . . . . . . . . e 9
Downloading an OSCAR Distribution Package 9
Release Notes 10
3.1 SSS-OSCARRelease Notes. . . . . . . . . . e 10
3.2 Notesfor AllSystems . . . . . . . . . 11
3.3 RedHat8/9.0Notes. . . . . . . . . 13
3.4 Mandrake 9.0NOtes. . . . . . . .. 13
3.5 1A64 and Other Bleeding Edge SystemsNates. . . . .. .. ... ... ... ...... 14
Overview of System Installation Suite (SIS) 14
Detailed Cluster Installation Procedure 15
5.1 Server Installation and Configuration . . . . . . .. .. .. ... ... .. ..., 15

5.1.1 Install Linux onthe servermachine. . . . . . ... ... ... ... ....... 15

5.1.2 Disk space and directory consideratians . . . . . . ... ... ... ... ..., 15

5.1.3 Download a copy of OSCAR and unpack onthesetver. . . . . ... ... ... 16

5.1.4 ConfigureandInstall OSCAR . . . . . . . . . . . . . i i 16

5.1.5 Configure the ethernet adapter forthecluster . . . . . . ... . ... ... ... 17

5.1.6 Copy distribution installation RPMs fftpboot/rpom . . . . .. ... .. ... 18
5.2 Launchingthe OSCARIInstaller . . . . . . . . . . . . .. . .. .. . i 18
5.3 Downloading Additional OSCAR Packages. . . . . . . ... ... ... .. ....... 19
5.4 Selecting Packagestolnstall. . . . . . .. .. .. . .. . ... ... .. 21
5.5 Configuring OSCAR Packages. . . . . . . . . . . . i 21

5.5.1 Selecting a Default MPI Implementation . . . . ... .. ... .......... 23
5.6 Install OSCAR Server Packages. . . . . . . . . . . . . . 23
5.7 Build OSCARClientlmage. . . . . . . . . . . e e 23
5.8 Define OSCARCIients . . . . . . . . . . . e 25
5.9 Setup Networking . . . . . . . . . . e e e e e 26
5.10 ClientInstallations. . . . . . . . . . . . . e 28

5.10.1 Network boottheclientnodes. . . . . . . . . . . ... ... .. oL 28

5.10.2 Check completionstatusofnodes. . . . . . .. ... ... ... ......... 28

5.10.3 Reboottheclientnodes . . . .. . ... ... ... ... ... 29
5.11 Completethe Cluster Setup. . . . . . . . . . . . . . . . i e 29
5.12 TestCluster Setup. . . . . . . . . o o 29
5.13 Congratulations! . . . . . . . . .. e e e e e e e 30
5.14 Adding and Deletingclientnodes . . . . . . . . . . . ... 30

5.14.1 Adding OSCARclients. . . . . . . . . . . . . . e 30

5.14.2 Deletingclients . . . . . . . . . 30
5.15 Install/Uninstall OSCAR Packages. . . . . . . . . . . . i i i it i i 31



5.15.1 Selecting the RightPackage. . . . . . . .. .. .. . ... ... .. ....... 31

5.15.2 Single Image Restriction. . . . . . . . . . . ... 31

5.15.3 Failuresto Installand Uninstall . . . . . . ... ... .. ... ... ....... 32

5.15.4 More DebuggingInfo. . . . . . . . . ... 32
5.16 Starting over —installing OSCAR again. . . . . . . . . . ... . ... . ... ... 32
Package-Specific Installation Notes 33
6.1 APItest . . . . . 33
6.2 Bamboo. . . . . . . e 33
6.3 Disabling Services. . . . . . . . . e e 33
6.4 HDF5 . . . . e e 34
6.5 Selecting a Different Kernel witkernel _picker . . . ... ... ... ... ...... 35
6.6 Networking Package. . . . . . . . . . . . 35
6.7 Managing NTP for the OSCAR ServerandClients. . . . .. ... ... ... ...... 35

6.7.1 Configuring NTP. . . . . . . . . . 36

6.7.2 Enabling/Disablingthe NTP Service . . . . . ... ... ... ... ....... 36
6.8 The OSCAR Password Installer and User Management (OPIUM). . . . ... ... .. 37

6.8.1 SSHConfiguration . . . . . . . . . .. 37
6.9 Packet Filteringwith pfilter . . . . . . . . . . . . .. .. . 37
6.10 Managing machinesandimagesinSIS. . . . . . ... . ... ... ... . ... ... 38

6.10.1 Multicast Installs with Systemlmager. . . . . . .. ... ... ... ....... 38
6.11 WhichMPldoyouwanttouse? . . . . . . . . . . . i i v it e e e e 38

6.11.1 Setting the system-leveldefault. . . . . . ... ... ... ... ... ...... 39

6.11.2 Setting the user-leveldefault. . . . . . ... ... ... ... ... ........ 40

6.11.3 Useswitcher withcare!. . . . . . . . . . ... .. . 40
6.12 Xerces Validating XML Parser . . . . . . . . . . . . e 40
Network Booting Client Nodes 41
What Happens During Client Installation 41
Installing without a DHCP server 42
C.1 BootFloppies. . . . . . . 42
C.2 Differences from Standard OSCAR Install . . . . . . . .. ... .. ... ... ..... 43

C.2.1 Cluster Definition . . . . . . . . . . 43

C.2.2 Adding and Deletingclientnodes . . . . . . .. ... ... ... ... ...... 43
Security 43
D.1 Securitylayers . . . . . . . . e 43
D.2 Router packetfiltering. . . . . . . . . . 43
D.3 Network stack protections. . . . . . . . . . . e e e 43
D.4 Hostbased packetfiltering . . . . . . . . . .. 43
D.5 TCPWrappers. . . . . . o e e s e e s e e e e e e e e 44
D.6 Service paring . . . . . . . . 44
D.7 Serviceconfiguration . . . .. .. .. .. ... .. .. e e e AL
D.8 Secure communications. . . . . . . . . ... e 45



E Screen-by-Screen Walkthrough 46

E.1 Runningnstall  _cluster . . . . . ... ... 46
E.2 Download Additional OSCAR Packages... . . . . . . . . . . .. .. ... .. ...... 46
E.3 Select OSCAR Packagestolnstall. . . . . . ... ... ... ... ... ... ...... 46
E.4 Configure Selected OSCARPackages . . . . . . .. .. . ... ... .. .. ...... 46
E.5 Install OSCAR ServerPackages. . . . . . . . . . . . i it i e 47
E.6 Build OSCARCIlientimage. . . . . . . . . . 47
E.7 Define OSCARCIlients . . . . . . . . . . e 54
E.8 SetupNetworking . . . . . . . . . . e 54
E.9 Stepb5: Complete ClusterSetup . . . . . . . . . . . . e 60
E.10 TestCluster Setup. . . . . . . . . . o e e 60
E.11 Delete Node Button . . . . . . . . . . . . e 61
E.12 Add Node Button. . . . . . . . . . . . e 61
E.13 Install/Uninstall OSCAR Packages. . . . . . . . . . . . . . . . i 61



List of Tables

1  OSCAR supported distributions . . . . . . . . . . . . .. 8
2 OSCAR distribution package file and directory layout.. . . . . . .. ... ... ... .. 17

List of Figures

1  OSCARWiIzard. . . . . . . e e 20
2 OSCAR package selection.. . . . . . . . . . . . e 22
3  OSCAR package configuration. . . . . . . . . . . . 22
4 Buildtheimage. . . . . . . . . . . . . e 24
5 Definethe Clients. . . . . . . . . . . e 26
6 Collectclient MAC addresses. . . . . . . . . . o i i i i 28
7 Setup clustertests. . . . . . . . . e 29
8 Adding OSCARClients. . . . . . . . . . e e e e 30
9 Deleting OSCARClients. . . . . . . . . . 31
10 Unpacking OSCAR. . . . . . . . . . . . it i e e e e e e e 46
11 Configure & Installthe OSCAR Toolkit. . . . . . . . .. .. ... .. .. .. .. ..... 47
12 Runningthenstall  cluster script. . . ... ... . ... 48
13 Enteran OSCAR Database (ODA) password. . . . . . . . . . .. ... .. ... .... 48
14 The OSCAR Installation Wizard.. . . . . . . . . . . . .. . . . . . . i 49
15 Downloading additional OSCAR packages.. . . . . . . . . . . .. .. .. ... ..... 50
16 Adding additional OPD Repositories. . . . . . . . . . . . i i i 51
17 Selecting which OSCAR packagestoinstall.. . . . . .. ... ... ... ........ 51
18 Configuring selected OSCAR packages. For example, the Environment Switcher package
has configuration options.. . . . . . . . . . . . e e 52
19 Successfully installed the OSCAR server packages.. . . . . . ... . ... ... .... 52
20 Buildingthe OSCARclientimage. . . . . . . . . . . i i e e 53
21 Definingthe OSCARClients. . . . . . . . . . . . e 54
22 Setup networking: initial window.. . . . . . ... L L 55
23  Setup networking: building an autoinstall floppy.. . . . . . . ... ... ... ... ... 55
24 Setup networking: booting theclient. . . . . . . .. ... ... ... . . L 56
25  Setup networking: scan for booting client (DHCP request).. . . . . . .. ... ... .. 56
26  Setup networking: client is broadcasting, allows capture of MAC address. . . . . . .. 57
27 Setup networking: Assigning MACstolIPs . . . . . . . . . . . ... .. .. .. ..., 57
28 Booting the client a second time to download theimage. . . . . . . . ... ... .... 58
29 Client partitioning disk, setting up the disk tables, and starting to download the image. 58
30 Clientdownloading and installingtheimage. . . . . . . .. .. ... ... ... ..... 59
31 Aclient has finished the install and is asking to be rebooted.. . . . . .. .. ... ... 59
32 Complete Cluster Setup. . . . . . . . . . o o i e 60
33 Testthecluster. . . . . . . . 60
34 Delete OSCARCIients. . . . . . . . . . . e 61
35 AddOSCARCIiEeNts. . . . . . . . i e e 61
36 Addnode/definingtheclients.. . . . . . .. .. ... .. .. .. . 62
37 Addnode/setupnetworking.. . . . . . . .. 62
38 Addnode/completeclustersetup.. . . . . . . .. ... 63
39 Install/Uninstall OSCAR Packages. . . . . . . . . . . i it 63



40 Install/Uninstall OSCAR Package selector samplecolors. . . . . .. ... ... .... 64



Notice

This is a specialized version of OSCAR which has been packaged to include the SciDAC: Scalable System
Software (SSS) components. The SSS-OSCAR release is based upon OSCAR v3.0. The documentation is
generally the same except for the distribution support, which is limited to Red Hat 9. See Setfimn

other SSS-OSCAR specific release notes.

1 Introduction

The OSCAR (Open Source Cluster Application Resource) software package is intended to simplify the
complex tasks required to install a cluster. While the usual intended use for OSCAR clusters is for high-
performance computing (HPC), OSCAR clusters can be used for any cluster-enabled kinds of applications.
Note that since OSCAR is aimed towards HPC, several HPC-related packages are installed by default, such
as popular MPI implementations, PVM, PBS, etc.

This document provides a step-by-step installation guide for system administrators, as well as a detailed
explanation of what is happening as you install. Note that this installation guide is specific to OSCAR
version 1.1b1-v3.0.

1.1 Latest Documentation

Please be sure that you have the latest version of this document. It is possible (and probable!) that newer
versions of this document were released on the main OSCAR web site after the software was released. You
arestronglyencouraged to chedittp://oscar.sourceforge.net/ for the latest version of these
instructions before proceeding. Document versions can be compared by checking their version number and
date on the cover page.

1.2 Terminology

A common term used in this documentdsister, which refers to a group of individual computers bundled
together using hardware and software in order to make them work as a single machine.

Each individual machine of a cluster is referred to amde Within the OSCAR cluster to be installed,
there are two types of nodeserverandclient A servernode is responsible for servicing the requests of
clientnodes. Aclientnode is dedicated to computation.

An OSCAR cluster consists of one server node and one or more client nodes, where all the client nodes
[currently] must have homogeneous hardware. The software contained within OSCAR does support doing
multiple cluster installs from the same server, but no documentation is provided on how to do so.

An OSCAR packagss a set of files that is used to install a software package in an OSCAR cluster. An
OSCAR package can be as simple as a single RPM file, or it can be more complex, perhaps including a
mixture of RPM and other auxiliary configuration / installation files. OSCAR packages provide the majority
of functionality in OSCAR clusters.

OSCAR packages fall into one of three categories:

e Core packageare required for the operation of OSCAR itself (mostly involved with the installer).

¢ Included packageare shipped in the official OSCAR distribution. These are usually authored and/or
packaged by OSCAR developers, and have some degree of official testing before release.

e Third party packageare not included in the official OSCAR distribution; they are “add-ons” that can
be unpacked in the OSCAR tree, and therefore installed using the OSCAR installation framework.


http://oscar.sourceforge.net/

1.3 Supported Distributions

OSCAR has been tested to work with several distributions. Thalikts each distribution and version and
specifies the level of support for each. In order to ensure a successful installation, most users should stick to
a distribution that is listed asully supported

| Distribution and Releasp Status
RedHat 9.0 Fully supported
RedHat 8.0 Fully supported
Mandrake 9.0 Fully supported

Table 1: OSCAR supported distributions

1.4 Minimum System Requirements

The following is a list of minimum system requirements for the OSCAR server node:
e CPU of i586 or above
¢ A network interface card that supports a TCP/IP stack

¢ If your OSCAR server node is going to be the router between a public network and the cluster nodes,
you will need a second network interface card that supports a TCP/IP stack

e Atleast 4GB total free space — 2GB undeand 2GB undefvar
e Aninstalled version of Linux, preferablyfully supportedistribution from Tablel

The following is a list of minimum system requirements for the OSCAR client nodes:

e CPU of i586 or above

A disk on each client node, at least 2GB in size (OSCAR will format the disks during the installation)

A network interface card that supports a TCP/IP stack

Same Linux distribution and version as the server node

All clients must have the same architecture (e.g., ia32 vs. ia64)

Monitors and keyboards may be helpful, but are not required

e Floppy or PXE enabled BIOS

!Beware of certain models of 3COM cards — not all models of 3COM cards are supported by the installation Linux kernel that
is shipped with OSCAR. See the OSCAR web site for more information.



1.5 Document Organization

Due to the complicated nature of putting together a high-performance cluster, it is strongly suggested that
even experienced administrators read this document through, without skipping any sections, and then use
the detailed installation procedure to install your OSCAR cluster. Novice users will be comforted to know
that anyone who has installed and used Linux can successfully navigate through the OSCAR cluster install.

The rest of this document is organized as follows. First, Se@itails how to obtain an OSCAR ver-
sion 1.1b1-v3.0 distribution package. Next, the “Release Notes” section (S8ttiwet applies to OSCAR
version 1.1b1-v3.0 contains some requirements and update issues that need to be resolved before the in-
stall. Sectior4 provides an overview for the System Installation Suite software package used in OSCAR to
perform the bulk of the cluster installation. Secti®details the cluster installation procedure (the level of
detail lies somewhere between “the install will now update some files” and “the install will now replace the
string ‘xyz’ with ‘abc’ in file some_file ")

Finally, Sectiorb contains system administration notes about several of the individual packages that are
installed by OSCARThis section is a “must read” for all OSCAR system administrators.

AppendixA covers the topic of network booting client nodes, which is so important that it deserved its
own section. AppendiB provides curious users an overview of what really happens during a client install.
AppendixC discusses how to install an OSCAR cluster without a DHCP server. AppBrzhxers a primer
of some security aspects of a Linux cluster. Although not intended to be a comprehensive description of
cluster security, it is a good overview for those who know relatively little about system administration and
security. Finally, Appendik is a screen-by-screen walk through of a typical OSCAR installation.

More information is available on the OSCAR web site and archives of the various OSCAR mailing lists.

If you have a question that cannot be answered by this document (including answers to common installation
problems), be sure to visit the OSCAR web site:

http://oscar.sourceforge.net/

2 Downloading an OSCAR Distribution Package
The OSCAR distribution packages can be downloaded from:
http://oscar.sourceforge.net/

Note that there are actually three flavors of distribution packages for OSCAR, depending on your band-
width and installation/development needs:

1. “Regular”: All the OSCAR installation material that most users need to install and operate an OSCAR
cluster.

2. "Extra Crispy”: Same as Regular, except that the SRPMs for most of the RPMs in OSCAR are also
included. SRPMs araot required for installation or normal operation of an OSCAR cluster. This
distribution package is significantly larger than Regular, and is not necessary for most users — only
those who are interested in source RPMs need the Extra Crispy distribution. The SRPMs can be found
underpackages/*/SRPMS/  directories.

3. “Secret Sauce”: This distribution contaiosly the SRPMs for RPMs in OSCAR in the Regular and
Extra Crispy distributions (it's essentially (Extra Crispy - Regular)). It is intended only for those who
initially downloaded the Regular distribution and later decided that they wanted the SRPMs as well.
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The Secret Sauce distribution is intended to be expanded over your Regular installation — it will create
packages/*/SRPMS/ directories and populate them with the relevant.rpm files.

All three distributions can be downloaded from the main OSCAR web page.

3 Release Notes

The following release notes apply to OSCAR version 1.1b1-v3.0.

3.1 SSS-OSCAR Release Notes

This is a specialized version of OSCAR which has been packaged to include the SciDAC: Scalable System
Software (SSS) components. The SSS-OSCAR release is based upon OSCAR v3.0. Therefore the docu-
mentation is the same, except for the supported distributions. This release, SSS-OSCAR v1.1b1-v3.0, has
been limited to Red Hat 9 (x865.

For more information on the SciDAC: Scalable Systems Software (SSS) project pleashtipsit,
/lIwww.scidac.org/ScalableSystems . Information on SSS-OSCAR is available fatp://
sss-oscar.sourceforge.net

The following SSS-OSCAR specific release notes supersede any conflicts that might occur in latter
portions of this documentation.

e This release of SSS-OSCAR v1.1b1-v3.0is limited to Red Hat 9 on x86e following sections
which detail standard OSCAR have details for the general OSCAR v3.0 release and are not to be
confused with this SSS-OSCAR release.

e The current set of packages included in SSS-OSCAR are configured to work together; some additional
packages available on the OPD repositories will conflict with SSS-OSCAR included packages. Those
known to effect the default SSS-OSCAR configuration are:

pbs torque maui lam (non-sss-oscar release)
e Some tests have stalled/hung duringtep3: Install OSCAR Server Packages > when
trying to start NFS. Starting/restarting the 'portmap’ service fixes the problem, e.g.,
service portmap restart
e If standard manual pages are not available, use the following to extend the MANPATH (this is due to
a problem with the modules/env-switcher shipped in oscar-3.0).
BASH usersexport MANPATH="$SMANPATH:"
CSH userssetenv. MANPATH "$MANPATH:”
¢ Due to some differences with standard PBS and the Bamboo & friends tools used with SSS-OSCAR,
some of the test scripts are SKIPPED. More specifically, any OSCAR Package test that usasartest

script, which makes use of the "pltasst’ helper script, will be flagged as SKIPPED. This will be fixed
in a future release. (This issue is known to effect LAM/MPI, MPICH & PVM.)

2The version string indicates both the SSS version as well as the OSCAR version used for the release. For example, “sss-oscar-
0.2a1-v3.0"is SSS alph&.2aland OSCAR stable3.Q
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3.2

The following packages were removed from the stock OSCAR package set:

maui pbs lam

This was due to either an alternate version supplied with SSS-OSCAR or because of conflicts/errors.
Occasionally on the first invocation of the 'instaluster’ script, an error occurs related to the initial-

ization of the OSCAR DAtabase (ODA) that causes the script to stop. If this occurs, simply re-run the
script and it should startup properly.

During<Step 7: Complete Cluster Setup > some services that are restarted print usage
errors when stopping the service. This is generally not a problem and can be ignored. Example,

Stopping Event Manager: cat: /var/run/sss\_em.pid: No such file or

directory

kill: usage: Kkill [-s sigspec | -n signum | -sigspec] [pid | job]...
or kill -I [sigspec]

done

Warehouse: If the test script fails, try manually restarting Warehouse’s client and server services by
typing the following command as shown here (in this order):

[root@headnode]# /etc/init.d/warehouse_SysMon stop \
&& cexec -p letclinit.d/warehouse_node stop

[root@headnode]# cexec -p /etc/init.d/warehouse node start \
&& /etclinit.d/warehouse_SysMon start

If trying to work directly from CVS, the 'makalist.pl’ script should be helpful in pooling together
the necessary files. It creates a tarball that can be used for testing.

Notes for All Systems

Each package in OSCAR has its own installation and release notes. See $Sefticadditional
release notes.

All nodes must have a hostname other thiotdlhost " that does not contain any underscores
(“7").
A domain name must be specified for the client nodes when defining them.

Due to some distribution portability issues, OSCAR currently installs a “compatibifiggthon2-compat-1.0-1
RPM to resolve the Python2 prerequisite that is slightly different across different Linux distributions.
Also see the filpackages/c3/RPMS/NOTE.python2

In some cases, the test window that is opened from the OSCAR wizard may close suddenly when
there is a test failure. If this happens, run the test saeigtjng/test _Cluster , manually in a
shell window to diagnose the problem.

Although OSCAR can be installed on pre-existing server nodes, it is typically easiest to use a machine
that has a new, fresh install of a distribution listed in Tabieith no updates installedf the updates

are installed, there may be conflicts in RPM requirements. It is recommended to install RedHat
updatesafter the initial OSCAR installation has completed. On the Mandrake systems the security
updates must be added prior to the install.

11
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e The following benign warning messages will appear multiple times during the OSCAR installation
process:

rsync_stub_dir. no such variable at ...

Use of uninitialized value in pattern match (m//) at
lusr/lib/perl5/site_perl/oda.pm ...

It is safe to ignore these messages.

e The OSCAR installer will install the MySQL package on the server node if it is not already installed.
You will be prompted to enter a password to be used for the MySQL database.

e The OSCAR installer GUI provides little protection for user mistakes. If the user executes steps out of
order, or provides erroneous input, Bad Things may happen. Users are strongly encouraged to closely
follow the instructions provided in this document.

e The OSCAR installer GUI currently does not support deleting a node and adding the same node back
in the same sessiolf you wish to delete a node and then add it back, you must delete the node, close
the OSCAR installer GUI, launch the OSCAR installer GUI again, and then add the node.

e During the<Build OSCAR Client Image > step, the “Successfully created image” notice will
appear even though the status bar looks incomplete. This incomplete status bar can be ignored.

e If ssh produces warnings when logging into the compute nodes from the OSCAR head node, the
C3 tools (e.g.cexec ) may experience difficulties. For example, if you s to login in to the
OSCAR head node from a terminal that does not support X windows and then tryd¢exea , you
might see a warning message in tlexec output:

Warning: No xauth data; using fake authentication data for
X11 forwarding.

Although this is only a warning message fr@sh , cexec may interpret it as a fatal error, and not
run across all cluster nodes properly (e.g., ¢Hastall/Uninstall Packages > button will
likely not work properly).

Note that this is actually assh problem, not a C3 problem. As such, you need to eliminate any
warning messages from ssh (more specifically, eliminate any outputsidenr ). In the example
above, you can tell the C3 tools to use the " switch tossh in order to disable X forwarding:

# export C3_RSH='ssh -x’
# cexec uptime

The warnings abowauth should no longer appear (and thénstall/Uninstall Packages >
button should work properly).

e The<Cancel > button in the<Install/Uninstall Package > step does not work properly;
if any packages are selected to be installed or uninstalled, clicking@aacel > button still triggers
the execution of the package installer/uninstaller. This will be fixed in a future release. The same
behavior occurs if you close the window via the window manager’s “close” functionality.

Note that if you do not select any additional packages to install/uninstall, nothing will run (as ex-
pected).
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3.3 Red Hat 8/9.0 Notes

There are a few issues that may crop up when using OSCAR on Red Hat 9.0 and/or Red Hat 8.0 clusters.
The following items highlight these issues.

e Deselecting Pfilter causes the image creation to fail. This is due to a dependency with IPtables and
when Pfilter is not selected the IPtables RPM is not listed in the node (image) rpmlist. The simple fix
is to add “iptables” to the Red Hat 9.0 rpmlist if you are not installing Pfilter on the compute nodes.

e The RPM system has been updated with this Red Hat release. The OSCAR install process will likely
display several warnings due to unsigned RPMS. These warnings can be ignored.

e In some OSCAR pre-release testing, RPM would hang during the building of a client image (Sec-
tion 5.7). This is a documented bug in the version of RPM that ships with Redhat 8 and 9.0; it is
not a problem with OSCAR. The procedure that was used to remedy this situation is outlined below
(excerpts taken frorhttp://www.rpm.org/hintskinks/repairdb-2003-06/ ):

— If RPM hangs at any point (e.g., building the client image) — first ensure that it really has hung
and just isn’t taking a long, long time to complete. Typical indications that it has genuinely hung
include: the disk is not running and load goes down to O (or nearly 0) and stays there.

— Then do gs and find the PID of thepm process:

# ps -eadf | grep rpm | grep -v grep
...output...
# kill <PID_of RPM>

— This will probably not kill the process (it's likely to be in a state where it is ignoring signals),
but it should be tried anyway — this would allayym to exit cleanly. Ifrpm does exit cleanly,
jump down to the last step in this procedure.

— If rpm does not exit within a short period of timiéll -9 <PID  _of _-RPM=> This guarantees
thatrpm will not exit cleanly, but in this case, it's ok. Now, do the following:
1. Save a copy of the RPM database (just to be safe):

# cd /varl/lib
# tar zcvf /tmp/rpmdb.tar.gz rpm

2. Delete any existing RPM database locks:
# cd /var/lib/rpm
# rm -f _ db*
3. Rebuild the RPM database:
# rpm -vv --rebuilddb
— Now re-run the OSCAR step that hung. If RPM hangs again, repeat these steps to un-hang it.

Testing has shown that it may be necessary to repeat these steps multiple times in order to get a
successful RPM run.

3.4 Mandrake 9.0 Notes

The following may need to be run before attempting to install OSCAR on a Mandrake 9.0 cluster. If there
are problems during the server preparation related to C3 or Python2 this may solve the issue.
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3.5

Install the Python 2 compatibility RPM. This RPM can be found in the OSCAR distribution package,
under thepackages/c3/RPMS  directory:

# cd oscar-2.3/packages/c3/RPMS
# rpm -Uvh python2-compat-1.0-1.noarch.rpm

The OSCAR wizard makes usexterm so this package must be installed. You can check the RPM
database for this package by typimon -q xterm . If xterm is not available, you must install the
xterm-165-3mdk.i586.rpm RPM (you may need Mandrake CD's to run ting@mi command

as mentioned above):

# urpmi xterm

Lastly,root ’s default shell configuration files hardcode the value folRAd Henvironment variable,
regardless of what is added \peofile.d/ startup scripts. This effects various OSCAR installed
components, which are installed into locations suclops . As such, the OSCAR installer appends

the global path, e.g$PATHor ${PATH; depending on the shell, to the end of the path so OSCAR
installed applications are in the search environment. This potentially makes changes to the following
files:

— /root/.bashrc
— /root/.cshrc
— /root/.tcshrc

IA64 and Other Bleeding Edge Systems Notes

IA64 support was removed for the 1.1b1-v3.0 release of OSCAR due to timing problems and the significant
differences between current IA32 distributions and the freely available 1A64 distributions. 1A64 support is
fully expected to return in the next release.

4 Overview of System Installation Suite (SIS)

The first question you may have is “what is SIS?” The System Installation Suite (SIS) is a cluster installation
tool developed by the collaboration of the IBM Linux Technology Center and the Systemimager team. SIS
was chosen to be the installation mechanism for OSCAR for multiple reasons:

SIS is a high-quality, third party, open source product that works well in production environments
SIS does not require the client nodes to already have Linux installed

SIS maintains a database containing installation and configuration information about each node in the
cluster

SIS uses RPM as a standard for software installation

SIS supports heterogenous hardware and software installation (although this feature is not [yet] used
by OSCAR)
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In order to understand some of the steps in the upcoming install, you will need knowledge of the main
concepts used within SIS. The first concept is that ofnaage In SIS, animageis defined for use by the
cluster nodes. This image is a copy of the operating system files stored on the server. The client nodes
install by replicating this image to their local disk partitions. Another important concept from SIS is the
client definition. A SIS client is defined for each of your cluster nodes. These client definitions keep
track of the pertinent information about each client. The server node is responsible for creating the cluster
information database and for servicing client installation requests. The information that is stored for each
client includes:

e |P information such as hostname, IP address, route.

e |Image name.

Each of these pieces of information will be discussed further as part of the detailed install procedure.
For additional information on the concepts in SIS and how to use it, you should refer 813
man page. In addition, you can visit the SIS web sitetti://sisuite.org/ for recent updates.

5 Detailed Cluster Installation Procedure

All actions specified below should be performed byrih@ user on the server node unless noted otherwise.
Note that if you login as a regular user and useshecommand to change to theot user, younustuse
“su - "to getthe fullroot environment. Usingsu” (with no arguments) may not be sufficient, and may
cause obscure errors during an OSCAR installation.

Note that all the steps below are mandatory unless explicitly marked as optional.

5.1 Server Installation and Configuration

During this phase, you will prepare the machine to be used as the server node in the OSCAR cluster.

5.1.1 Install Linux on the server machine

If you have a machine you want to use that already has Linux installed, ensure that it meets the minimum
requirements as listed in Sectiar. If it does, you may skip ahead to Sectibri.2

It should be noted that OSCAR is only supported on the distributions listed in T¢pége8). As such,
use of distributions other than those listed will likely require some porting of OSCAR, as many of the scripts
and software within OSCAR are dependent on those distributions.

When installing Linux, it is not necessary to perform a “custom” install since OSCAR will usually install
all the software on which it depends. The main Linux installation requirement is that some X windowing en-
vironment such as GNOME or KDE must be installed. Typically, a “Workstation” install with the “Software
Development Tools” group added yields a sufficient installation for OSCAR to install successfully.

It is best tonotinstall distribution updates after you install Linux; doing so may disrupt some of OS-
CAR’s RPM dependencies. Instead, install OSCAR first, and then install the distribution updates.

5.1.2 Disk space and directory considerations

OSCAR has certain requirements for server disk space. Space will be needed to store the Linux RPMs
and to store the images. The RPMs will be storedfipboot/rpm . 2GB is usually enough to store
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the RPMs. The images are storedvar/lib/systemimager and will need approximately 2GB per
image. Although only one image is required for OSCAR, you may want to create more images in the future.

If you are installing a new server, it is suggested that you allow for 4GB in both (éich contains
ftitpboot ) and/var filesystems when partitioning the disk on your server.

If you are using an existing server, you will need to verify that you have enough space on the disk
partitions. Again 4GB of free space is recommended under eaclanfi/var .

You can check the amount of free space on your drive’s partitions by issuing the cordimalnd in a
terminal. The result for each file system is located belowAbalable  column heading. If your root ()
partition has enough free space, enter the following command in a terminal:

# mkdir -p /tftpboot/rpm

If your root partition does not have enough free space, create the directories on a different partition that
does have enough free space and create symbolic links to them from thé)ydot¢tory. For example, if
the partition containingusr contains enough space, you could do so by using the following commands:

# mkdir -p /usr/tftpboot/rpm

# In -s [usr/tftpboot /tftpboot

The same procedure should be repeated forthelib/systemimager subdirectory.

5.1.3 Download a copy of OSCAR and unpack on the server

If you are reading this, you probably already have a copy of an OSCAR distribution package. If not, go to
http://oscar.sourceforge.net/ and download the latest OSCAR Regular or Extra Crispy distri-
bution package (see Secti@npage9). Ensure that you have the latest documentation (later documentation
may be available on the OSCAR web site than in the OSCAR distribution package).

Place the OSCAR distribution package in a directory suabais 's home directory on the server node.
Although there is no required installation directory (note that you may not use the diragoltgcal/oscar ,
lopt/oscar , /var/lib/oscar , or lvar/cache/oscar — they are reserved for use by OSCAR),
the rest of these instructions will assume that you downloaded the OSCAR distribution packagfe ®
home directory.

Do not unpack the tarball on a Windows-based machine and copy the directories over to the server, as
this will convert all the scripts to “DOS” format and will render them useless under Linux.

Open a command terminal and issue the following commands to unpack the OSCAR distribution pack-

age:

# cd

# tar zxf <filename>

Where <filename > is eitheroscar-1.1b1-v3.0.tar.gz (regular distribution) otoscar-
-including-srpms-1.1b1-v3.0.tar.gz (extra crispy distribution).

5.1.4 Configure and Install OSCAR

Starting with OSCAR 2.3, after unpacking the tarball you will need to configure and install OSCAR. The
configure portion sets up the release to be permanently installed on the systgmtiascar (default
location). The-prefix= ALT-DIR flag can be used to configure and install OSCAR into an alternate
directory.

The first step is to run theonfigure  script, which is provided in the top-level directory of the OSCAR
release.

# cd /root/oscar-1.1b1-v3.0
# .Iconfigure
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] Directory

Contents

~loscar-1.1b1-v3.0/
~loscar-1.1b1-v3.0/COPYING
~/oscar-1.1b1-v3.0/dist
~loscar-1.1b1-v3.0/doc
~/oscar-1.1b1-v3.0/images
~loscar-1.1b1-v3.0/install
~loscar-1.1b1-v3.0/lib
~loscar-1.1b1-v3.0/oscarsamples
~loscar-1.1b1-v3.0/packages

_cluster

~loscar-1.1b1-v3.0/README
~Jloscar-1.1b1-v3.0/scripts
~loscar-1.1b1-v3.0/share
~/oscar-1.1b1-v3.0/testing
~loscar-1.1b1-v3.0/VERSION

the base OSCAR directory

GNU General Public License v2
distribution scripts for configure/install
OSCAR documentation directory

auxiliary images used in the GUI

main installation script

auxiliary library routines

sample configuration files

RPM and installation files for the OSCAR pac
ages

text README document

contains scripts that do most of the work
more auxiliary helper files

contains OSCAR cluster test helper scripts
file containing the OSCAR version humber

Table 2: OSCAR distribution package file and directory layout.

Once the configure script sucessfully completes you are ready to actually install OSCAR on the server.
At this point no changes have been made to the system beyonddhe1.1b1-v3.0 directory itself.
Running the following will copy the files to the system. The files copied will include the base OSCAR
toolkit as well as startup scripts for thpeofile.d/ area. The startup scripts add OSCAR to your path
and set environment variables liIKsSCARHOME

# make install

At this point you will be ready to change to either the defénit/oscar directory or whatever path
was use with the-prefix flag to perform the installation steps discussed in Seé&i@nin the remainder
of this document, the variablBOSCARHOMEwill be used in place of the directory you installed OSCAR
to — by default this igopt/oscar

5.1.5 Configure the ethernet adapter for the cluster

Assuming you want your server to be connected to both a public network and the private cluster subnet, you
will need to have two ethernet adapters installed in the server. This is the preferred OSCAR configuration
because exposing your cluster may be a security risk and certain software used in OSCAR (such as DHCP)
may conflict with your external network.

Once both adapters have been physically installed in the server node, you need to configdrariyem.
network configurator is sufficient; popular applications incladat , netcfg , or a text editor.

The following major requirements need to be satisfied:

Hostname. Most Linux distributions default to the hostnamecalhost " (or “localhost.localdomain ).
This must be changed in order to successfully install OSCAR — choose another name that does not include
any underscores (7).

3Beware of certain models of 3COM network cards. See foothote pages.
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Public adapter. This is the adapter that connects the server node to a public network. Although it is not
required to have such an adapter, if you do have one, you must configure it as appropriate for the public
network (you may need to consult with your network administrator).

Private adapter. This is the adapter connected to the TCP/IP network with the rest of the cluster nodes.
This adapter must be configured as follows:

e Use a private IP addrebs

Use an appropriate netmask

Ensure that the interface is activated at boot time

e Set the interface control protocol to “none”

Now reboot the server node to ensure that all the changes are propagated to the appropriate configuration
files. To confirm that all ethernet adapters are in the “up” state, once the machine has rebooted, open another
terminal window and enter the following command:

# ifconfig -a

You should se&JPas the first word on the third line of output for each adapter. If not, there is a problem
that you need to resolve before continuing. Typically, the problem is that the wrong module is specified for
the given device. Try using the network configuration utility again to resolve the problem.

5.1.6 Copy distribution installation RPMs to /tftpboot/rpm

In this step, you need to copy the RPMs included with your Linux distribution intéttipdoot/rpm
directory. When each CD is inserted, Linux usually automatically makes the contents of the CD be available
in the/mnt/cdrom  directory (you may need to execute a command suchmemifit /mnt/cdrom " if
the CD does not mount automatically).
For each CD, locate the directory that contains the RPMs. In RedHat 7.x, the RPMs are located in the
RedHat/RPMS directory (i.e./mnt/cdrom/RedHat/RPMS ). Copy the RPMS into théftpboot/rpm
directory with a command such &s
# cp /mnt/cdrom/RedHat/RPMS/*.rpm /tftpboot/rpm
Be sure to repeat the above processalbiCDs. After using each CD you will have to unmount it from
the local file system and eject it by issuing these commands:
# cd
# eject cdrom

5.2 Launching the OSCAR Installer
Change directory to the top-level OSCAR directory and start the OSCAR install wizard:

“There are three private IP address ranges: 10.0.0.0 to 10.255.255.255; 172.16.0.0 to 172.32.255.255; and 192.168.0.0 to
192.168.255.255. Additional information on private intranets is available in RFC 1918. You should not use the IP addresses
10.0.0.0 or 172.16.0.0 or 192.168.0.0 for the server. If you use one of these addresses, the network installs of the client nodes will
fail.

5A class C netmask of 255.255.255.0 should be sufficient for most OSCAR clusters.

b1t may be helpful to usesync for these mass copies to ensure the integrity of the data (at a cost of longer transfer times). For
example replace thep command in the example witlsync -cav --stats
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# cd $OSCARHOME
# .linstall _cluster <device >

In the above command, substitute the device name @l in place of<device > for your server’s
private network ethernet adapter. The script will execute some setup / configuration steps, including (but not
limited to):

installs prerequisite packages on the server
copies OSCAR RPMs ttftpboot/rpm

installs all OSCAR server RPMs
updatedetc/hosts with OSCAR aliases
updatedetc/exports

adds OSCAR paths tietc/profile

updates system startufe(c/rc.d/init.d ) scripts

© N o g A w0 NP

restarts affected services

A lot of output will be displayed in the console window where you invokestall  _cluster
This reflects normal operational output from the various installation commands that OSCAR executes. The
output is also saved in the filscarinstall.log for later reference (particularly if something goes
wrong during during the installation).

After the steps listed above have successfully finished, the OSCAR installation wizard GUI will auto-
matically be launched.

The wizard, as shown in Figufe is provided to guide you through the rest of the cluster installation. To
use the wizard, you will complete a series of steps, with each step being initiated by the pressing of a button
on the wizard. Do not go on to the next step until the instructions say to do so, as there are times when you
may need to complete an action outside of the wizard before continuing on with the next step. For each step,
there is also acHelp > button located directly to the right of the step button. When pressed; edp >
button displays a message box describing the purpose of the step.

5.3 Downloading Additional OSCAR Packages

Note: This step is optional.

The first step of the Wizard, “Step 0”, enables you to download additional packagbs. OSCAR
Package Downloader (OPD) is a unified method of downloading OSCAR packages and inserting them
in the OSCAR installation hierarchy so that they will be installed during the main OSCAR installation
process. The Wizard uses a GUI frontend to OPD affectionately knovdPd&Xer. The addition of this
frontend limits the need for direct access to the command-line OPD tool difedtlyou would like to
add additional repository URLSs for testing purposes, you can do this by accessiagitee > menu and

"Ganglia is a notable package that is not included in the main OSCAR distribution. The process mentioned in this section will
enable you to download Ganglia and install it with the rest of the OSCAR components.

8Note, if using OPD directly, the packages must be downloaded beforeStect OSCAR Packages To Install >
step (see Sectiob.4) .
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Step 1:
Step 2:
Step 3:
Step 4:
Step 5:
Step B:

Welcome to the OSCAR wizard!

lhd OSCAR Installation Wizard = BX]

e

Download Additional OSCAR Packages... | Help... |
Select OSCAR Packages To Install... | Help... |
Configure Selected OSCAR Packages... | Help... |
Install OSCAR Server Packages | Help... |
Build OSCAR Client Image... [ Heip... |
Define OSCAR Clients... [ Herp... |

Setup Networking... | Help...

Before continuing, network boot all of your nodes.
Once they have completed installation, reboot them from
the hard drive. Once all the machines and their ethemet

adaptors are up, move on to the next step.

Step 7: Complete Cluster Setup | Help... |
Step &: Test Cluster Setup | Help...
| The following buttons are for managing
your node definitions after the initial install.
Add OSCAR Clients... [ Hemp... |
Delete OSCAR Clients... [ Heip... |
InstallfUninstall OSCAR Packages... | Help... |

Quit

Figure 1: OSCAR Wizard.
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then choosing<Additional Repositories... >. The remainder of this sub-section describes the
underlying OPD tool.

The command-line OPD can be executed outside of the GUI Wizard from the top-level OSCAR directory
with the following command:

# cd $OSCARHOME
# .Iscripts/opd

OPD can use either th@get command or the built-in Perl LWP for downloading files. By default,
wget will be used if it can be found. However, the use of LWP may be forced if the argumémp* "
is given on the command line. LWP may be used in order to utilize a proxy, for example. See the
LWP::UserAgent documentation for details on how to use proxies through LWP.

OPD requires some Perl modules to be installed before running. If they are not installed, you will receive
a detailed error message listing which modules need to be installed. You have two options to install these
modules:

1. Use atool such as CPAN to download and install the required modules.

2. Launch the OSCAR installer (see Sectibr?) and then quit immediately when the GUI window
appears. This is the preferred method, since the OSCAR installer will install of its own prerequisites
(i.e., the process is automated).

Upon launching OPD, select a repository for packages from the choices listed. OPD will then connect
to that repository and query it for a list of available packages. Select all the packages that you would like to
download, and then use the “download” command to actually download them.

Use the “help” command in OPD for listings of additional commands and help.

5.4 Selecting Packages to Install

Note: This step is optional.

If you wish to change the list of packages that are installed, click orn8slect OSCAR Packages
To Install > button. This step is optional — by default all packages directly included in OSCAR are se-
lected and installed. However, if you downloaded any additional packages, e.g., via OPD/OPDer, they
will not be selected for installation by default. Therefore you will need to click this button and select the
appropriate OSCAR Packages to install on the cluster.

When you click on the button, a window similar to the one shown in Figuagpears. Each of the
packages that the OSCAR installer has found are listed in the main frame. Core packages must be installed
and cannot be unselected. Included packages can be unselected if desired.

Note that this window only shon®@SCAR packagesit does not show individual RPMs.

Once you have a selected a set of OSCAR packages to install, click erEtkie > button to save your
selections and return to the main OSCAR window. Note that closing the window yields the same result and
there is no way of ‘defaulting’ to the original settings, so make sure your package list is complete before
proceeding to the next step.

5.5 Configuring OSCAR Packages

Note: This step is optional.
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OSCAR Package Selector ﬁ

Package Set: |Default =] Mrage Sets
Fackage Name | Class | Locationfersion |A
[V autoupdate included OSCAR 4.5.2-6
vV hase core OSCAR1-1
W o3 care O5CAR 4.0.1-1 1
[V Disable Uncommon Client Made Servic included OSCAR1.1-1
W Environment Switcher core OSCAR1.0.7-1
¥ hdfS incluclec OSCAR 1.6-2
[V kernel_picker included OSCAR1.3-1
[V LaiF included OSCAR 7-1 ﬂ

Snformafion ™ Frovides ¥ Conflicts Y Requires Y Fackager

Exit ‘

Figure 2: OSCAR package selection.

Some OSCAR packages allow themselves to be configured. Clicking ertGbefigure Selected
OSCAR Packages> button will bring up a window listing all the packages that can be configured. Fig-
ure 3 shows a sample with only the Environment Switcher package listed.

L' Oscar Pac onfig =k
QOSCAR Package Configuration

Config... | Environment Switcher

[ e |
Config... | kemel_picker
| G |

Config... | ntpconfig

Done |

L-

Figure 3: OSCAR package configuration.

Clicking on any of the packages'Config > button will bring up a panel for configuring that package.
Select whatever options are appropriate for that package, and then click erSthes > button to save
your selections, or theCancel > button to cancel all of your selections and leave the original settings. If
you have saved your changes but want to go back to the default settings, simply click<oDéfeult
Configuration > button and then the:Save > button to revert to the original settings.

This step is optional. If you do not click on theConfigure Selected OSCAR Packages >
button, defaults for all packages will be used.
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5.5.1 Selecting a Default MPI Implementation

Although multiple MPI implementations can be installed, only one can be “active” for each user at a time.
Specifically, each user’s path needs to be set to refer to a “default” MPI that will be used for all commands.
The Environment Switcher package provides a convenient mechanism for switching between multiple MPI
implementations. Sectiofi11contains more details about this package (fz®)e

The Environment Switcher package is mentioned now, however, because its configuration panel allows
you to select which MPI implementation will be the initial “default” for all users. OSCAR currently includes
two MPI implementations: LAM/MPI and MPICH. Using Environment Switcher’s configuration panel, you
can select one of these two to be the cluster’s default MPI.

You can change this default setting later — see Se@&ibhfor more details.

When you close the main Configuration window, the following benign warning may appear in the shell
window (it is safe to ignore):

Tag "mpi" does not seem to exist yet. Skipping.

5.6 Install OSCAR Server Packages

Press the<Install OSCAR Server Packages > button. This will invoke the installation of various
RPMs and auxiliary configuration on the server node. Execution may take several minutes; text output and
status messages will appear in the shell window.

A popup will appear indicating the success or failure of this step. Click oncdfilose > button to
dismiss it.

5.7 Build OSCAR Client Image

Before pressing thecBuild OSCAR Client Image >, ensure that the following conditions on the
server are true:

e Ensure that the SSH daemon'’s configuration fisdo/ssh/sshd _config ) on the headnode has
PermitRootLogin  settoyes . After the OSCAR installation, you may set this backto (if you
want), but it needs to bges during the install because the config file is copied to the client nodes,
androot mustbe able to login to the client nodes remotely.

¢ By the same token, ensure that TCP wrappers settings are not “too tight’ef€tHests.allow
and/etc/hosts.deny files should allow all traffic from the entire private subnet.

e Also, beware of firewall software that restricts traffic in the private subnet.

If these conditions are not met, the installation may fail during this step or later steps.

Press thecBuild OSCAR Client Image > button. A dialog will be displayed. In most cases, the
defaults will be sufficient. You should verify that the disk partition file is the proper type for your client
nodes. The sample files have the disk type as the last part of the filename. You may also want to change
the post installation action and the IP assignment methobdsimportant to note that if you wish to use
automatic reboot, you should make sure the BIOS on each client is set to boot from the local hard drive
before attempting a network boot by default. If you have to change the boot order to do a network
boot before a disk boot to install your client machines, you should not use automatic reboot.

Building the image may take several minutes; the red progress bar on the bottom of the window will
indicate how far along the process is.
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There is a lot of output in the console window during the build. It is normal to see some warning mes-
sages in the console. You can safely ignore these messages and wait for the final popup window announcing
the success or failure of the overall image build.

A sample dialog is shown in Figuee

Fill out the following fields to build a System Installation
Suite image. If you need help on any field, click the help
button next to it

Image Hame: Ioscarimagg Help |
Package File: |f0pt.-’oscar.-’oscarsamplesf Choose a File... | Help |
Packages Directory: |f‘tﬂpb00t-’rpm Help |

Disk Partition File: |f0pt.-’oscar.-’oscarsamplesf Choose a File... | Help

IP Assignment Method: static — | Help

Post Install Action: beep — | Help

Reset | Build Image | Close

Figure 4: Build the image.

|

Customizing your image. The defaults of this panel use the sample disk partition and RPM package files
that can be found in thescarsamples directory. You may want to customize these files to make the
image suit your particular requirements.

Disk partitioning.  The disk partition file contains a line for each partition desired, where each line is
in the following format:

<partition> <size in megabytes> <type> <mount point> <options>

Here is a sample (for a SCSI disk):

/dev/sdal 24 ext2 /boot defaults
/dev/sda5 128 swap

/dev/sda6 * ext2 / defaults
nfs_oscar:/home - nfs /home rw

An *in the size column causes that partition to grow to fill the entire disk. You can create your own
partition files, but make sure that you do not exceed the physical capacity of your client hardware. Also be
careful to not specify duplicate filesystems as this will cause problems during the installation. The sample
listed above, and some others, are indsearsamples  directory.

Package lists. The package list is simply a list of RPM file names (one per line). Be sure to include
all prerequisites that any packages you might add. You do not need to specify the version, architecture, or
extension of the RPM filename. For examgdash-2.05-8.i386.rpm need only be listed adash .
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Custom kernels. If you want to use a customized kernel, you can add it to the image after it is built
(after installing the server OSCAR packages, but before building the client image). Skertieé _-
picker application description in Sectidh5on page3s.

Build the Image. Once you are satisfied with the input, click tk@uild Image > button. When
the image completes, a popup window will appear indicating whether the build succeeded or failed. If
successful, click thezClose > button to close the popup, and then press<tidose > button on the
build image window. You will be back at the main OSCAR wizard menu.

If the build fails, look through the console outfidior some indication as to what happened to cause the
failure. Common causes include: prerequisite failure, ran out of disk space, and missing package files. Also
see the Release Notes for this version of OSCAR in Seétipagel0).

5.8 Define OSCAR Clients

Press thecDefine OSCAR Clients > button. In the dialog box that is displayed, enter the appropriate
information. Although the defaults will be sufficient for most cases, you will need to enter a value in the
Number of Hosts field to specify how many clients you want to create.

1. The Image Name field should specify the image name that was used to create the image in the
previous step.

2. TheDomain Name field should be used to specify the client’s IP domain name. It should contain
the server node’s domain (if it has one); if the server does not have a domain name, the default name
oscardomain  will be put in the field (although you may change ithis field musthave a value
— it cannot be blank. Note that especially for compute nodes on a private network, the domain name
does not necessarily matter much. The domain hame supplied in this field is used to form the fully-
gualified name of each host in the OSCAR cluster. For examgdearnodel.oscardomain ,
oscarnode2.oscardomain , etc. If your compute nodes are on a public network, you may want
to use the “real” domain name that is part of their fully-qualified domain names.

3. TheBase name field is used to specify the first part of the client name and hostname. It will have
an index appended to the end of it. This nazaanotcontain an underscore charactet. *

4. TheNumber of Hosts field specifies how many clients to creatdis number must be greater
than 0.

5. TheStarting Number  specifies the index to append to tBase Nameto derive the first client
name. It will be incremented for each subsequent client.

6. The Padding specifies the number of digits to pad the client nhames, e.g., 3 digits would yeild
oscarnode001. The default is 0 to have no padding between base name and number (index).

7. TheStarting IP specifies the IP address of the first client. It will be incremented for each subse-
guent client. See Footnotkeon pagel8for more information on how to pick a starting IP address.

Clients will be given IP addresses starting with this IP address, and incrementing by 1 for each suc-
cessive client. Ensure that the ranggfirting_ip, (starting_ip + num_clients)| does not conflict
with the IP addresses of any other nodes on your network.

®Note that all console output is also spooled into thed#earinstall.log
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IMPORTANT NOTE: Be sure that the resulting range of IP addressesuiaésclude typical broad-
cast addresses such &sY.7.255! If you have more hosts than will fit in a single address range, see
the note at the end of this section about how to make multiple IP address ranges.

8. The Subnet Mask specifies the IP netmask for all clients. See Foottota pagel8 for more
information on how to select a netmask for your cluster.

9. TheDefault Gateway specifies the default route for all clients.

When finished entering information, press thAddclients > button. When those clients have been
created in the database, a popup will appear indicating the completion status. A sample dialog is shown in
Figureb.

A je O = 1] (P
Image Hame: %E ﬂl
Domain Hame: |oscardomain ﬂl
Base Mame: |oscarn0de ﬂl

Number of Hosts: |2 Help
Starting Number: |1 ﬂl
Padding: |0 Help

Starting IP:  |192.166.152.124 | Help

Subnet Mask: |255.255.255.D Help
Default Gateway: |182.168.152.22? ﬂl
L Reset | Addclients | Clostju

Figure 5: Define the Clients.

Note that this step can be executed multiple times. The GUI panel that is presented has limited flexibility
in IP address numbering — the starting IP address will only increment the least significant byte by one for
each successive client. Hence, if you need to define more than 254 clients (beware of broadcast addresses!),
you will need to run this step multiple times and change the starting IP address. There is no need to close
the panel and return to the main OSCAR menu before executing it again; simply edit the information and
click on the<Addclients > button as many times as is required.

Additionally, you can run this step multiple times to use more structured IP addressing schemes. With
a larger cluster, for example, it may be desirable to assign IP addresses based on the top-level switch that
they are connected to. For example, the 32 clients connected to switch 1 should have an address of the form
192.168.1.x. The next 32 clients will be connected to switch 2, and should therefore have an address of the
form 192.168.2.x. And so on.

After all clients have been created, you may press<tf@ose > button in the build clients dialogue
and continue with the next step.

5.9 Setup Networking

The MAC address of a client is a twelve hex-digit hardware address embedded in the client’'s ethernet
adapter. For exampleQ0:0A:CC:01:02:03 ", as opposed to the familiar format of IP addresses. These
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MAC addresses uniquely identify client machines on a network before they are assigned IP addresses.
DHCP uses the MAC address to assign IP addresses to the clients.

In order to collect the MAC addresses, press4t®etup Networking > button. The OSCAR net-
work utility dialog box will be displayed. To use this tool, you will need to know how to network boot
your client nodes, or have a file that lists all the MACs from your cluster. For instructions on doing network
booting, see AppendiA. A sample dialog is shown in Figue

If you need to collect the MACs in your cluster, start the collection by pressing:@alect MAC
Address > button and then network boot the first client. As the clients boot up, their MAC addresses will
show up in the left hand window. You have multiple options for assigning MACs to nodes; you can either:

e manually select MAC address and the appropriate client in the right side window. <Aiskign
MAC to Node> to associate that MAC address with that node.

e click <Assign all MACs > button to assign all the MACs in the left hand window to all the open
nodes in the right hand window.

Some notes that are relevant to collecting MAC addresses from the network:

e The<Dynamic DHCP Update > checkbox at the bottom right of the window controls refreshing
the DHCP server. If it is selected (the default), the DHCP server configuration will be refreshed each
time a MAC is assigned to a node. Note that if the DHCP reconfiguration takes place quick enough,
you may not need to reboot the nodes a second time (i.e., if the DHCP server answers the request
qguick enough, the node may start downloading its image immediately).

If this option is off, you will need to click thezConfigure DHCP Server > (at least once) to
give it the associations between MACs and IP addresses.

e To remove extraneous MAC addresses from the left hand window (e.qg., if the collector finds MACs
that are not part of your cluster), select the address and click oafRemove> button. Or click on
the<Remove All > button to remove all of them.

e At any time, you may click on thezExport MACs to file... > button to save the MAC ad-
dress list to a file. If you need to re-run the OSCAR installation, you can later clicklomport
MACs from file... > to import this file rather than re-collecting all the MACs.

e When you have collected all of the MAC addresses, click<ts#op Collecting MACs > but-
ton. If you do not havecDynamic DHCP update > selected, you need to click tkeConfigure
DHCP Server > button to configure the DHCP server.

e You mustclick on the<Stop Collecting MACs > before closing the MAC Address Collection
window!

You may also configure your remote boot method from this panel. JBaild Autoinstall
Floppy > button will build a boot floppy for client nodes that do not support PXE booting. I8etup
Network Boot > button will configure the server to answer PXE boot requests if your client hardware
supports it. See Appendik for more details.

If your network switch supports multicasting, there is a new feature in OSCAR 3.0 which uses multi-
cast to push files to the clients. To enable this feature simply click or.Erable Multicasting >
checkbox.

Once this feature is enabled, rsync will not be used for file distribution but instead by a program called
Flamethrower which is bundled with Systemimager.
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Since this new feature is still in its early stage, we recommend only the adventurous to try it as it may
not work on all networking gear. Some have reported favorable results with the Force10 and HP 4000M
network switches.

Incase you cannot get this feature working and want to switch back to using rsync, simply go back
to the <Setup Networking > menu, make sure that theEnable Multicasting > checkbox is
disabled (should be disabled by default) and then click@onfigure DHCP Server > - this should
revert back to the default settings.

When you have collected the addresses for all your client nodes and completed the networks setup, press
the <Close > button.

MAC Address Collection Tool. When a new MAC address is received on the
network, it will appear in the left column. To assign that MAC address to a
machine highlight the address and the machine and click 'Assign MAC to Node'.

Mot Listening to Metwork. Click 'Collect MAC Addresses’ to start.
00:0c:29:53:de:ec [| @ an clients
I

H-oscamodel .vmcluster

thD mac = 00:0c:29:aa:41 :2bh
tho ip = 192.168.70.1
H-oscamodez. vmcluster

t:thl] mac =
tho ip = 192.168.70.2

Remove Remove ALl | =] =

Start Collecting MACs | Assign all MACs | Close |

Assign MACto Node | Delete MAC from Node | Configure DHCP Server |
Import MACs from file... | Export MACs to file... | i Enable Multicasting

Below are commands to create a boot environment.
You can either boot from floppy or network

1=Build Autoinstall Foppy... | Setup Network Boot | W Dynamic DHCP update=|]

Figure 6: Collect client MAC addresses.

5.10 Client Installations

During this phase, you will network boot your client nodes and they will automatically be installed and
configured. For a detailed explanation of what happens during client installation, see ApBendix

5.10.1 Network boot the client nodes

See AppendiA for instructions on network booting clients.
Network boot all of your clients. As each machine boots, it will automatically start downloading and
installing the OSCAR image from the server node.

5.10.2 Check completion status of hodes

After several minutes, the clients should complete the installation. You can watch the client consoles to
monitor the progress. Depending on the Post Installation Action you selected when building the image, the
clients will either halt, reboot, or beep incessantly when the installation is completed.
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The time required for installation depends on the capabilities of your server, your clients, your network,
and the number of simultaneous client installations. Generally, it should complete within several minutes.

5.10.3 Reboot the client nodes

After confirming that a client has completed its installation, you should reboot the node from its hard drive.
If you chose to have your clients reboot after installation, they will do this on their own. If the clients are
not set to reboot, you must manually reboot them. The filesystems will have been unmounted so it is safe to
simply reset or power cycle them.

Note: If you had to change the BIOS boot order on the client to do a network boot before booting
from the local disk, you will need to reset the order to prevent the node from trying to do another
network install.

5.11 Complete the Cluster Setup

Ensure that all client nodes have fully booted before proceeding with this step.

Press thecComplete Cluster Setup > button. This will run the final installation configurations
scripts from each OSCAR software package, and perform various cleanup and re-initialization functions.
A popup window will indicate the success or failure of this step. Press@lese > button to dismiss

it.

5.12 Test Cluster Setup

A simplistic test suite is provided in OSCAR to ensure that the key cluster components (OpenSSH, PBS,
MPI, PVM, etc.) are functioning properly.

Press the<Test Cluster Setup > button. This will open a separate window to run the tests in.
The cluster’s basic services are checked and then a sebof and user level tests are run.

A sample dialog is shown in Figuré If any of the test fail, then there may be problem with your
installation.

rforming root tests..,

S node check

S service checkipbs_server
ui service check:imaui

ome mounts

eparing uzer tests,,,
rforming user tests,.,

H ping test

H server—rnode

H node—rserver

M {wia PES)

S default queue definition
S Shell Test

WHit enter to exit,.,

Figure 7: Setup cluster tests

At the beginning of the test, when the PBS server is shut down, you may see a benign error message
about thepbsnodes command not being able to connect to the PBS server. This is safe to ignore.
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5.13 Congratulations!

Your cluster setup is now complete. Your cluster nodes should be ready for work.
Be sure to read Sectidh(starting on pag83) — it contains vital system administrator-level information
on several of the individual packages that were installed as part of OSCAR.

5.14 Adding and Deleting client nodes

This section describes the steps need when it becomes necessary to add or delete client nodes. If you have
already built your cluster successfully and would like to add or delete a client node, execute the following
from the top-level OSCAR directory:

# .install_cluster <device>

Like before, you must substitute the device name (etp]l ) for the server node’s internal ethernet
adapter in the above command. See Sedi@ifpagel8). Once the OSCAR wizard appears, you are ready
to add or delete clients. Note that these steps will reuse the existing images made with the initial install,
however, it will extend or contract the set of defined clients in the cluster.

5.14.1 Adding OSCAR clients

Press the button of the wizard entitledddd OSCAR Clients >. A sample dialog is shown in Figu
These steps should seem familiar — they are same as the initial install steps. Refer to Segttofsand
5.11
Note that when adding nodes, in the Defining OSCAR Clients step, you will typically need to change
the following fields to suit your particular configuration:

o Number of hosts
e Starting number

e Starting IP

hd Add Oscar Nodes - B
|Perfurm the following steps to add nodes to your OSCAR cluster|

Step 1 Define OSCAR Clients... | Help... |
Step 2: Setup Networking... | Help...

Before continuing, network boot all of your nodes.
Once they have completed installation, reboot them from
the hard drive. Once all the machines and their ethemet
adaptors are up, move on to the next step.

Step 3: Complete Cluster Setup Help... |
L Close é‘l

Figure 8: Adding OSCAR clients.

5.14.2 Deleting clients

Press the button of the wizard entitledDelete OSCAR Clients >. A sample dialog is shown in
Figure9. Select the node(s) that you wish to delete and press the bufdmiete clients >, then
press<Close >.
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v =1
In order to delete OSCAR clients
from your cluster, select the nodes
you wish to delete and press the
Delete Clients button.

I oscamodel
oscarnodes

!

L Delete clients | Close ;‘l

Figure 9: Deleting OSCAR clients.

5.15 Install/Uninstall OSCAR Packages

The package installation system is a new feature in OSCAR 3.0 and is designed to help simplify adding and
removing OSCAR packages after the initial system installaion. The system is fairly straightforward for the
user as packages are selected for the appropriate action from the wizard. This is the first release to support
package install and uninstall from the Wizard therefore some general background is provided to assist the
user if problems are encountered.

5.15.1 Selecting the Right Package

Because of the way OSCAR handles packages, two packages of the same name cannot currently c-exist
nicely on the system. Packages can be in one of two spots:

1. SOSCARHOME/packages — OSCAR installation directory

2. Ivar/lib/oscar/package — OPD download area

If there are multiple packages on the system of the same name, the package located in the OPD download
area is the package that the system recognizes. It is possible that a package placed in /var/lib/oscar/package
via a download or manually could get loaded into the database, while the original package that is located in
$OSCARHOME/packages is the one that is actually installed. That is why this system does not support
upgrades. That is planned for a future OSCAR release. This can be avoided by uninstalling the original
package first before you download anything and then re-running the wizard. When the wizard first runs
(/install _cluster ethX ), the XML files are re-read for all packages and the database re-initialized.

5.15.2 Single Image Restriction

Currently, if more than one image is detected on your system, the package install/uninstall system will
not run. Packages are installed and uninstalled to the clients (compute nodes), the server, and an image
(singular). This release does not support the mapping of nodes to an image for package install/uninstall
through the wizard. This single image restriction is instituted to help reduce the risk of error with this initial
release, i.e., "keep it simpler”. The system looks for imagesan/lib/systemimager/images

and no other place.
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5.15.3 Failures to Install and Uninstall

A package is not installed or uninstalled until it successfully installs or uninstalls on the compute nodes, the
server, and a single image. We will run through an example problem as the best way of describing how to
debug the system. As a note, the system does sanity checking to try to avoid the following situation.

For example, during the install process the clients may have been successfully installed, but the server
installation died half way through for some unknown reason, and the install program exits with an error. If
this happens, a second attempt to install will probably fail even if the server’s problem is resolved.

The reason for this is that something happened on the clients and it succeeded, probably RPM’s were
installed. So the second time you go to install the packagepthe-Uvh command on the nodes will fail.

A -f flag is avoided.

So, what do you do?

Really, you have two options. The first is to look back through the log to see what commands were run,
and undo those commands by hand. The second would be to manually push out the uninstall scripts to the
compute nodes, and run them outside of the wizard environment. All scripts are re-runnable in OSCAR, and
for serveral good reasons.

These options are not good ones, and we recognize this fact. We are working on better tools for general
use. Generally, it is a difficult problem to judge error codes on remote systems and try to guess the appro-
priate actions to take. We have developed some additional software to start solving this problem, but there
is still work that needs to be done in this area.

On the uninstall side of things, the picture is much simpler. The only action taken by the system is to run
the package’s uninstall script and judge the return code. So an uninstall failure is probably a faulty uninstall
script.

Note if you hit the<Cancel > button or close down the window, some unexpected results may occur
(post installation scripts will still run) - this is perfectly normal - please refer to the release notes in Section
for more info.

5.15.4 More Debugging Info

Some amount of trouble was taken to insure that decent debugging output was printed to the log — making
best use of this output is your best bet in an error case.

5.16 Starting over — installing OSCAR again

If you feel that you want to start the cluster installation process over from scratch in order to recover from
irresolvable errors, you can do so with tstart _over script located in thecripts ~ subdirectory.

Itis important to note thadtart _over isnotan uninstaller. Thatistart _over doesnotguarantee
to return the head node to the state that it was in before OSCAR was installed. It does a “best attempt” to do
so, but the only guarantee that it provides is that the head node will be suitable for OSCAR re-installation.
For example, the RedHat 7.x series ships with a LAM/MPI RPM. The OSCAR install process removes this
RedHat-default RPM and installs a custom OSCAR-ized LAM/MPI RPM. 3tlaet _over script only
removes the OSCAR-ized LAM/MPI RPM — it does not re-install the RedHat-default LAM/MPI RPM.

Another important fact to note is that because of the environment manipulation that was performed via
switcher  from the previous OSCAR install, is necessary to re-install OSCAR from a shell that was not
tainted by the previous OSCAR installati@pecifically, thestart _over script can remove most files and
packages that were installed by OSCAR, but it cannot chase down and patch up any currently-running user
environments that were tainted by the OSCAR environment manipulation packages.

Ensuring to have an untainted environment can be done in one of two ways:
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1. After runningstart _over , completely logout and log back in again before re-installi&gmply
launching a new shell may not be suffici¢eig., if the parent environment was tainted by the pre-
vious OSCAR install). This will completely erase the previous OSCAR installation’s effect on the
environment in all user shells, and establish a set of new, untainted user environments.

2. Use a shell that was establishieeforethe previous OSCAR installation was established. Although
perhaps not entirely intuitive, this may include the shell was that initially used to install the previous
OSCAR installation.

Note that the logout/login method $$ronglyencouraged, as it may be difficult to otherwise absolutely
guarantee that a given shell/window has an untainted environment.

6 Package-Specific Installation Notes

The following sections provide package-specific notes regarding installation.

6.1 APltest

The APltesttool has been developed as part of the SciDAC: Scalable System Software (SSS) project to
provide a general testing framework. Tests are written in a simple XML format which can include either
commands or embedded scripts (e/gin/sh , /usr/bin/perl , etc.). The framework allows for
success/failure tests to be determined by literal or regular expression matches on the output or by checking
return code status.

These basic tests are grouped together in batches to form more elaborate tests. All tests (including test-
batches) can express dependencies and the framework orders them for proper execution. The results can be
viewed from a basic command-line interface or a graphical web interface.

For further details see the supplied documentation and the SSS electronic notelitgk# atvw.
scidac.org/ScalableSystems

6.2 Bamboo

Note, this material will appear in Sectidh2 of the OSCAR Installation Guide, if it in directly included with
the release (part of main tarball download)

The system administrator should examine the bamboo.cfg file and make adjustments as needed. In
particular the list of managers will likely need to be changed. Managers are users authorized to perform
actions on other users jobs (i.e. qdel, grun). In addition the location of the log and spool files is defined
as well as the logging threshold. Finally the system defined prologue and epilogue scripts are defined.
Currently the scripts must reside on the compute nodes (ie executable file transfer is not supported).

The logging output directory is specfied in the bamboo.cfg file. A manager can alter the logging thresh-
old on the fly using the bambooAdmin command (/opt/bamboo/sbin/bambooAdmin). Use the -D level
option (QLOGERR and QLOGMSGDEBUG are normal and full logging levels).

6.3 Disabling Services

The disable-services OSCAR package disables the following services (if they exist) on the client
nodes:
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Incoming mail service: theendmail , exim , andpostfix  daemons are disabled. This prevents
incoming mail from being received on the nodes. Note that outgoing mail is not disabled; most out-
going mail is sent immediately. If there is some transient failure and the mail is not sent immediately,
it will go to the mail service’s queue. Aron.hourly crontab is installed that runs every hour to
trigger the queue in case this happens.

Kudzu: the Kudzu service looks for new hardware, usually upon boot up. At boot time, this process
takes over 30 seconds. It is disabled in order to speed up the booting of individual nodes.

slocate : theslocate service runs atop-levéind command over all local filesystems period-
ically (some Linux distributions have it set to run daily, others have it set to run weekly) in order to
index all filenames for quick lookup using tihecate command. The top-levdind command
takes significant amounts of system resources to run, and is therefore disabled.

makewhatis : themakewhatis command is run via crontab (sometimes daily, sometimes weekly
— depending on the specific Linux distribution) to generate manual page indexes. Atogdte
this command takes significant amounts of system resources to run, and is therefore disabled.

Note that these services are not uninstalled — they are simply disabled. Administrators are free to re-
enable them if they wish.

6.4

HDF5

HDF5 is a Hierarchical Data Format product consisting of a data format specification and a supporting
library implementation.
HDF5 includes the following features which make it a widely-used scientific data format:

supports a user-defined hierarchical grouping structure with varied datatypes and attributes to organize
large and varied data in research, development, and production environments,

runs on parallel computing platforms using MPI 1/O (note that the compiled version of HDF5 supplied
in OSCAR currently only supports serial operation),

supports an all-encompassing variety of datatypes, including compound and user-defined datatypes,

supports very large files (theoretically terabyte and larger, though the outer limits have not been tested)

HDF5 is fully documented — sdept/hdf5-oscar-1.4.4-post2/doc/hdf5/index.html
for the documentation that accompanied the release of HDF5 that is installed with this OSCAR distribution.
For documentation of the current release of HDF5 as served from the HDF Group’s webshépsee
/Ihdf.ncsa.uiuc.edu/HDF5/doc/

For further information regarding HDF5, such as lists of current users, supporting agencies, and appli-
cations that employ the library, seép://hdf.ncsa.uiuc.edu/HDF5/ .

OSCAR installs the HDF5 library dopt/hdf5-oscar-1.4.4-post2/lib/ . Please note that
the HDF5 library included in OSCAR is presently only available for serial operation. Parallel operation will
be enabled in a future version of OSCAR.

When compiling HDF5 in parallel mode, two compiler issues must be considered:

¢ there is a bug in thgce 2.96 compiler which affects HDF5. To work properly, both the MPI imple-

mentation and HDF5 must be compiled with a compiler other than 2.96. The HDF5 Group suggests
usinggcc 2.95.3 for both.
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e when compiling HDF5 in parallel mode with an MPI implementation on a Linux system with kernels
2.4 or greater, you must specify that it should suppe2GB file sizes. For example, configure the
installation of MPICH with the following configuration command-line option:

-cflags="-D_LARGEFILE_SOURCE -D_LARGEFILE64_SOURCE -D_FILE_OFFSET_BITS=64"

6.5 Selecting a Different Kernel withkernel _picker

kernel _picker is a Perlscript which allows a user to install a given kernel into an OSCAR image differ-

ent from the one which is installed by default. After step 1, but before step 2, you ckamal _picker

to substitute a given kernel into your OSCAR (SIS) image. If executed with no command line options, you

will be prompted for all information. If you use any command line options, the program will assume that

you know what you are doing and prompt youly for information which is required for correct execution.
Thekernel _picker program assumes that the optional OSCAR image files you wish to use reside in

a subdirectory in thévar/lib/systemimager/images directory. By default, the original OSCAR
image is in a subdirectory namedcarimage
kernel _picker isinstalled inthdopt/kernel _picker/bin directory. Documentation is avail-

able in HTML, PostScript, PDF, plain text, and manpage formats. To see the manpage documentation, type
the following at a Unix command prompt:

$ man /opt/kernel_picker/man/manl/kernel_picker.1

6.6 Networking Package

The networking package was created to set up the OSCAR server as a caching nameserver.
By default, this package will set up a caching nameserver on the OSCAR server.

6.7 Managing NTP for the OSCAR Server and Clients

NTP is the Network Time Protocol which is used to synchronize the computer clock to external sources of
time. Thentpd daemon can operate as a client (by connecting to other NTP servers to get the current time)
and as a server (by providing the current time to other NTP clients).

OSCAR uses NTP to synchronize:
e the server to an external source of time (if the server is connected to the internet), and
e the clients to the OSCAR server (so that the clients do not need to be connected to the internet).

For the OSCAR server, NTP is configured to contact several public NTP servers for time synchroniza-
tion. If none of these external servers can be contacted (because the server is not connected to the internet
for example), it will still be used by the OSCAR clients as a source for the current time. Thus, your OSCAR
cluster will be locally synchronized even if it is not in-sync with the rest of the world.

For each OSCAR client, NTP is configured to contact only the OSCAR server. If you want to have your
clients connect to other public NTP servers, you will have to edit the NTP configuration files.
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6.7.1 Configuring NTP

By default, the OSCAR server is set up to use several public NTP servers for its time source, and the
OSCAR clients are set up to use the OSCAR server for their time sources. If you want to change the
servers used for time synchronization, you will need to edit two configuration fegntp.conf and
letc/ntp/step-tickers :

For the/etc/ntp.conf file, place entries of the formserver SERVER _-NAMEORIP ” at the top
of the file, one entry per line. You can have as maegver lines as you want. However, ALL of the listed
servers are consulted for time synchronization, so you may want to limit the number of servers to three or
less. Here is an example of the first few lines of a typletd/ntp.conf file:

# These are some servers for use by the ntpd daemon.
server 130.126.24.24

server ntp0.cornell.edu

server ntp.cmr.gov

Notice that you may use either FQDNSs (fully qualified domain names) or IP addresses. Most NTP
servers prefer that you use FQDNSs in case they change the server IP address, but typically these IP addresses
are fairly static.

For the/etc/ntp/step-tickers file, place these NTP servers on a single line separated by spaces.
Here is an example of thetc/ntp/step-tickers file using the same servers:

130.126.24.24 ntpO0.cornell.edu ntp.cmr.gov

The servers used in thetc/ntp.conf file and thefetc/ntp/step-tickers file do not have
to be the same. Theetc/ntp/step-tickers file is used to force the clock to be set correctly at boot
time, while the/etc/ntp.conf file is used to adjust the clock in small increments while the system is
running.

6.7.2 Enabling/Disabling the NTP Service

By default, thentpd daemon is configured to start at boot time in run levels 2 through 5. If for some reason
you want to disable NTP without actually uninstalling it, execute the following commands:

# letc/init.d/ntpd stop
# [sbin/chkconfig --level 2345 ntpd off

This will not only stop any currently runningtpd daemon, but also prevent NTP from starting up at
boot time.

NOTE: You must beoot to execute these commands.
To restart NTP and make NTP start up at boot time, execute the following commands:

# letc/init.d/ntpd restart
# Isbin/chkconfig --level 2345 ntpd on

For more information on NTP, see the (rather lengthy) documentatioitpat/ www.ntp.org/
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6.8 The OSCAR Password Installer and User Management (OPIUM)

Currently, OPIUM manages users and passwords by replicating files on a triggered basis. The user account
files are copied to each node on a regular interval. It is possible to add your own files to this list, by editing
the configuation fildopt/opium/etc/sync _users.conf

6.8.1 SSH Configuration

The OPIUM package also handles the SSH key setup. This is done by placing startup skipipriofile.d

which generate SSH user key files if they don’t already exist. It also generatiesrized _keys files

which enable users to traverse the cluster securely without entering passwords. Since these files reside in
the users’ home directories, it is necessary for the home directory to be mounted on a node in order for a
user tossh to it. Also, a user must log on to the head node in order for the keys to be generated, as the
letc/profile.d scripts are not installed on the compute nodes in OSCAR 1.1b1-v3.0. SSH1 and SSH2
key files are supported.

6.9 Packet Filtering with pfilter

pfilter is a firewall compiler. Thepfilter package is used to control the packet filtering capabilities avail-
able in the Linux kernel. It takes in high-level firewall directives, and produces a complete firewall output
commands file that can be turned on or off like other Linux services. Like other compifédtsy adds
appropriate “glue” code to the compiled outpptilter 's added “glue” code consists of common things that
are done by any good firewall, including turning on TCP networking protective features.

When OSCAR was installed, it merged any pre-existing sepfitter installation configuration into a
new configuration, and created new client machpfiger configurations. The resultingfilter configura-
tions do the following:

e any network connections that were specifically allowed in the former sefiir installation con-
figuration are still allowed to the main OSCAR server node

the main OSCAR server node and all client OSCAR nodes abwlogins from anywhere

the main OSCAR server node has http access enabled from anywhere

any remaining network connections from outside the cluster are blocked

the logging of bad network packets to syslog is turned off

¢ all network communication of any kind between nodes in the cluster is enabled

If the main OSCAR server has two or more network interfapéiter will attempt to determine which
network interface is the public interface, and then enable packet forwarding and network address translation
for the remaining interfaces if it can.

pfilter is turned on by default — this is considered good “defense in depth” security for a cluster (see
SectionD for more information on cluster security). If for some reason you need to dipfilir packet
filtering (perhaps for debugging — disabling it permanently is not recomended), you can gifiaieon
subsequent system boots with the following command:

# chkconfig --level=2345 pfilter off

To turn onpfilter packet filtering immediately, execute the following command:
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# service pfilter start

For more information on how to use and configpfiter , see thefilter(8) andpfilter.conf(5)
andpfilter.rulesets(5) man pages.
6.10 Managing machines and images in SIS

During the life of your cluster, you may want to delete unused images, create new images, or change the
image that a client uses. Currently OSCAR doesn’t have a direct interface to do this, but you can use the
SIS commands directly. Here are some useful examples:

e To list all defined machines, run:
mksimachine --List
e To list all defined images, run:
mksiimage --List
e To delete an image, run:
mksiimage --Delete --name <imagename>
e To change which image a machine will install, run:
mksimachine --Update --name <machinename> --image <imagename>

There is also a SIS GUI that is availble. Start it by runnikejs
More details on these commands can be obtained from their respective man pages.

6.10.1 Multicast Installs with Systemlmager

SIS now includes multicast install capability with Systemimager v3.2.x and Flamethrower v1.0.x. Working
with multicast can prove very beneficial, especially for large sites. However, multicast can be a tricky thing
to get working reliably, based on networking equipment, multicast tuning parameters, machine speed, etc.
If you are interested in giving multicast a try, see the "HOWTO Use Flamethrower for Multicast Installs”
section in the Systemlmager manual (http://www.systemimager.org/documentation/), and please provide us
with feedback on your success!

6.11 Which MPI do you want to use?

OSCAR has a generalized mechanism to both set a system-level default MPI implementation, and also to
allow users to override the system-level default with their own choice of MPI implementation.

This allows multiple MPI implementations to be installed on an OSCAR cluster (e.g., LAM/MPI and
MPICH), yet still provide unambiguous MPI implementation selection for each user suchntipatc’
foo.c -0 foo " will give deterministic results.
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6.11.1 Setting the system-level default

The system-level default MPI implementation can be set in two different (yet equivalent) ways:

1. During the OSCAR installation, the GUI will prompt asking which MPI should be the system-level
default. This will set the default for all users on the system who do not provide their own individual
MPI settings.

2. Asroot , execute the command:
# switcher mpi --list

This will list all the MPI implementations available. To set the system-level default, execute the
command:

# switcher mpi = name --system

where “name” is one of the names from the output of-thist command.

NOTE: System-level defaults fawitcher are currently propogated to the nodes on a periodic basis.
If you set the system-level MPI default, you will either need to wait until the next automatic “push” of
configuration information, or manually execute tflopt/sync  _files/bin/sync _files command
to push the changes to the compute nodes.

NOTE: Using theswitcher = command to change the default MPI implementation will modify the
PATHand MANPATHor all future shell invocations — it doesot change the environment of the shell in
which it was invoked. For example:

# which mpicc

/opt/lam-1.2.3/bin/mpicc

# switcher mpi = mpich-4.5.6 --system
# which mpicc

/opt/lam-1.2.3/bin/mpicc

# bash

# which mpicc
{opt/mpich-4.5.6/bin/mpicc

If you wish to have your current shell reflect the status of your switcher settings, you must run the
“switcher-reload " command. For example:

# which mpicc

/opt/lam-1.2.3/bin/mpicc

# switcher mpi = mpich-4.5.6 --system
# which mpicc

/opt/lam-1.2.3/bin/mpicc

# switcher-reload

# which mpicc
{opt/mpich-4.5.6/bin/mpicc

Note that this isonly necessary if you want to change your current environment. All new shells (includ-
ing scripts) will automatically get the new switcher settings.
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6.11.2 Setting the user-level default

Setting a user-level default is essentially the same as setting the system-level default, except without the
--system argument. This will set the user-level default instead of the system-level default:

$ switcher mpi = lam-1.2.3

Using the special nameone will indicate that no module should be loaded for thei tag. It is most
often used by users to specify that they do not want a particular software package loaded.

$ switcher mpi = none

Removing a user default (and therefore reverting to the system-level default) is done by removing the
default  attribute:

$ switcher mpi --show
user:.default=mpich-1.2.4
system:exists=true

$ switcher mpi --rm-attr default
$ switcher mpi --show
system:default=lam-6.5.6
system:exists=true

6.11.3 Useswitcher with care!

switcher immediately affects the environment of all future shell invocations (including the environment
of scripts). To get a full list of options available, read gvatcher(1) man page, and/or riswitcher

--help  (orswitcher --more-help ). Warehouse should install without any problem from the rpms.
warehousenode.rpm installs on each machine that you wish to monitor. It listens on a port that is defined in
the file/etc/warehouse  _node.conf (port 2001 by default).

Install Warehouse _SysMon.rpm on your “head” node where your system utilities reside. The con-
figuration file (etc/warehouse  _SysMon.conf ) thatis included in the rpm is a dummy; it needs to be
configured with the hostnames of the machines to be monitored (and presumably have the waretieuse
rpm installed and running). There are two ways to generate av@ahouse _SysMon.conf . In the
“scripts” directory in the warehouse package there is a script caeedhouse _construct _SysMon_conf.pl
This takes command line arguments and outpiatieehouse _SysMon.conf on stdout. If you had a clus-
ter with three nodes, “nodel”, “node2”, and “node3d”, the following would generate the file correctly, with
proper defaults for an SSS installation:
warehouse _construct _SysMon_conf.pl 12321 12345 2001 nodel node2 node3 > /etc/warehouse _SysMon.conf

If you don’t have access to warehousenstructSysMonconf.pl, then instructions on how to create the
warehousesysMon.conf file are in the README at the top of the source tree (in the warehouse tarball or
the source rpm).

6.12 Xerces Validating XML Parser

The Xerce& validating XML parser is included for use by several of the SSS components. For further
information about using this parser see the installed manual installed or visit the Apache XML project page
at http://xml.apache.org/xerces-c/pdf.html

%This package is also referred to as Xerces-c and Xerces-C++.
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A Network Booting Client Nodes

There are two methods available for network booting your client nodes. The first is to use the Preboot
eXecution Environment (PXE) network boot option in the client’s BIOS, if available. If the option is not
available, you will need to create a network boot floppy disk using the Systemimager boot package. Each
method is described below.

1. Network booting using PXE. To use this method, the BIOS and network adapter on each of the client
nodes will need to support PXE version 2.0 or later. The PXE specification is availaltig:at
/ldeveloper.intel.com/ial/wfm/tools/pxepdk20/ . Earlier versions may work, but
experience has shown that versions earlier than 2.0 are unreliable. As BIOS designs vary, there is not
a standard procedure for network booting client nodes using PXE. More often than not, the option is
presented in one of two ways.

(a) The first is that the option can be specified in the BIOS boot order list. If presented in the
boot order list, you will need to set the client to have network boot as the first boot device.
In addition, when you have completed the client installation, remember to reset the BIOS and
remove network boot from the boot list so that the client will boot from its local hard drive and
will not attempt to do the installation again.

(b) The second is that the user must watch the output of the client node while booting and press a
specified key such as “N” at the appropriate time. In this case, you will need to do so for each
client as it boots.

2. Network booting using a Systemlmager boot floppyThe Systemlmager boot package is provided
with OSCAR just in case your machines do not have a BIOS network boot option. You can create a
boot floppy through the OSCAR GUI installation wizard on th8etup Networking > panel or
by using themkautoinstalldiskette command.

Once you have created the Systemlmager boot floppy, set your client’s BIOS to boot from the floppy
drive. Insert the floppy and boot the machine to start the network boot. Check the output for errors to
make sure your network boot floppy is working properly. Remember to remove the floppy when you
reboot the clients after installation.

B What Happens During Client Installation

Once the client is network booted, it either boots off the autoinstall Diskette that you created or uses
PXE to network boot, and loads the install kernel. It then broadcasts a BOOTP/DHCP request to obtain
the IP address associated with its MAC address. The DHCP server provides the IP information and the
client looks for its auto-install script ifvar/lib/systemimager/scripts/ . The script is named
<nodename>.sh and is a symbolic link to the script for the desired image. The auto-install script is the
installation workhorse, and does the following:

1. partitions the disk as specified in the image in
<imagedir>/etc/systemimager/partitionschemes

2. mounts the newly created partitions fn.

3. chroots tdla and usessync to bring over all the files in the image.
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4. invokes systemconfigurator to customize the image to the client’s particular hardware and
configuration.

5. unmountda .

Once clone completes, the client will either reboot, halt, or beep as specified when defining the image.

C Installing without a DHCP server

This section provides information on installing OSCAR without the use of a DHCP server on the server
node. For most people, this information is not applicable. In addition, this section only presents information
where the installation differs from the standard OSCAR install - information presented elsewhere in this
document is applicable unless stated otherwise.

Please note that installing an OSCAR cluster with these instructions is not generally supported by the
OSCAR developers. While at least one group in the OSCAR team regularly installs and maintains a cluster
configured as described here, that doesn’t mean it will work in every release. In other words, continue at
your own risk.

C.1 Boot Floppies

PXE boot and installation only works correctly if the server running the tftpboot server is also running the
DHCP server. As this is obviously not the case if the OSCAR server node can not run a DHCP server, client
nodes must be installed using a boot floppy. Further, the boot floppies created with the “Make Boot Floppy”
option in the OSCAR wizard assumes there is a DHCP server running on the server node, so we must use a
special boot floppy.

Unfortunately, we have to make a boot floppy for every node (since the boot floppy will have IP in-
formation encoded in it}. First, a configuration file that provides SIS with the needed boot information
must be created. The sample below is used to create a mabhimég1.0sl.iu.edu . The fields are
self-explanatory. TheMAGESERVERhould be set to the IP address of the OSCAR server node (where
you are running the OSCAR wizard). The other networking information must match the information given
when building client image during the installation, otherwise your system might not be installable.

HOSTNAME=thumb1
DOMAINNAME=o0sl.iu.edu
DEVICE=eth0
IPADDR=129.79.247.11
NETMASK=255.255.252.0
NETWORK=129.79.244.0
BROADCAST=129.79.247.255
GATEWAY=129.79.247.254
IMAGESERVER=129.79.247.10

The boot floppy can be created by runnimggautoinstalldiskette with the-config FILE
option specifying the location of the configuration file created above.

1This process can obviously be automated, but we do not go into detail on that process here.
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C.2 Differences from Standard OSCAR Install
C.2.1 Cluster Definition

When setting up the networking in the OSCAR installation wizard, it is not necessary to collect the MAC
addresses of your client nodes. However, to make sure all the proper steps of the OSCAR installation are
performed, you should ensure that you open the Wizard pane and click on the “Done” option.

C.2.2 Adding and Deleting client nodes

The Add / Delete client node functionality has not been well tested in this configuration. While there should
not be any problems in adding a node to the cluster using boot flophipkase be cautious when adding
a new node to the cluster.

D Security

D.1 Security layers

Linux cluster security should, ideally, consist of multiple layers. The main security layers are router
packet filtering, network stack protections, host based packet filtering, TCP wrappers, service paring, ser-
vice configuration, and secure communications. Oscar installs a host based packet filtering package called
pfilter

D.2 Router packet filtering

This involves adding packet filtering rules to your border network router. Normally, this is not done because
of the difficulty in modifying router tables. Packet filtering involves looking at each network packet, and
deciding whether each packet should be allowed, dropped, or rejected, based on tables of rules.

D.3 Network stack protections

Linux kernels have security features built in that can help prevent outsiders from pretending that they are
part of your internal network. These features are enabled thrfpugb  filesystem entries. A good firewall
package will turn these on appropriatepfilter does this when enabled).

D.4 Host based packet filtering

Like router packet filtering, host based network packet filtering involves examining each packet and deciding
what do do with it. But with host based filtering, each machine individually filters the network packets going
to, from, or through it. Linux kernels from 2.4 on include support for connection tracking and “statefull”
packet filtering, which keeps track of ongoing network connections, allowing better filtering decisions to be
made based on whether packets are part of an already allowed connection.

The problem with packet filtering is that it requires generating filtering “rulesets” thgptdieles  or
ipchains  programs interpret and store in the running kernel. Creating these rulesets is similar to writing
software in assembly language. There are now higher level “languages” and compilers that can be used
to generate the rulesets and provide firewalls. OSCAR installs a ruleset compiler/firewall package called
pfilter . For more information, see thetp:/pfilter.sourceforge.net/

12Just remember to create another boot floppy
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D.5 TCP Wrappers

TCP wrappers are an access control system that allows control over which network addresses or address
ranges can access particular network services on a computer host. This is controlle@taytibsts.allow
and/etc/hosts.deny files. This allows certain services to be only accessible from your local domain,

for instance. A common use of this would be to limit exported NFS filesystems to only be accessible from
your local domain, while allowing security logins througéh to come in from anywhere. This would be

done with aetc/hosts.deny file that looks like this:

ALL: ALL
and a/etc/hosts.allow file that looks like this:

# allow NFS service to domain.net only

portmap: .domain.net
rpc.mountd: .domain.net

# allow ssh logins from anywhere
sshd: ALL

D.6 Service paring

This is probably the most used of all the security layers, since turning off unneeded network services
gets rid of opportunities for network breakins. To hunt down and turn off unwanted servicdsothe
chkconfig , andservice system commands can be used. To display which network services are cur-
rently listening on a system, do this:

# Isof -i | grep LISTEN | awk '{print $1,$(NF-2),$(NF-1)}' | sort | uniq
To list the services that will be started by default at the current run level do this:

# chkconfig --list | grep ‘grep :initdefault: /etc/inittab | \
awk -F: {print $2}“:on | awk {print $1} | sort | column

To find services started bginetd  do this:

# chkconfig --list | awk 'NF==2&&$2=="0off"{print}’ | \
awk -F: {print $1} | sort | column

The nmap port scanning command is also useful to get a hackers-eye view of your systems. The
chkconfig andservice commands can be used to turn on and off system services.

D.7 Service configuration

Some network services have their own configuration files. These should be edited to tighten down outside
access. For example, the NFS filesystem usesetiogexports to determine which network addresses

can access individual file systems, and which have read-write or read-only access. Indeed, OSCAR sets
/etc/exports to only NFS export théhome directory to the OSCAR cluster nodes.
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D.8 Secure communications

The OSCAR teanstrongly recommends usingsh for all network logins, andcp to copy files either
between OSCAR nodes, or to remote hosts. The udeloét , rsh, ftp , and other legacy network
applications are strongly discouraged because of inherent security risks (passwords are transmitted “in the

clear”).
ssh andscp are fully functional replacements for these legacy commands — OSCAR takes care of

setting up all the authentication and key management issues for all users.
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E Screen-by-Screen Walkthrough

The following is a screen-by-screen walkthrough of a simple installation. It is intended as supplementary
material to aid in providing a better feel for the general progression of the installation. For a detailed
discussion of the steps, please refer to the Detailed Cluster Installation Procedure.

Note the example screen shots were based in a Red Hat 9.0 using a pre-release version of OSCAR
1.1b1-v3.0 in the GNOME graphical environment. Since this section is intended as a supplementary source
of information, it is judged to be “close enough” to the real 1.1b1-v3.0 release.

Also note that these images have been scaled down to fit within the document. As such, although they
are readable, the images may not render nicely on a screen. The images tend be much more readable on an
actual printout.

E.1 Runninginstall  _cluster

These Figured0 — 13 walk through the steps needed to prepare and rurntall  _cluster  script
with the network interface name, which will begin the actual cluster installation. See details in Setion
pagels.

B [root@rhTvn root]# tar -zxuf ozcar-2,3b6, tar, gz
ozcar-2, ZheS

ozcar-2, 3bb/dist/

ozcar—2, 3bE/dist /Makefile,options
ozcar-2, 3bE/dist/Hakefile, am

ogcar—2, 3b6/dist Makefile, in

ogcar—2, 3bE/dist/oonfig, guess

ozcar—2, 2bE/dist/config, sub

ozcar—2, 3bb/dist/install-=h

oscar—2, 3b6/dist/missing

ozcar—2, 3bb/dist/mkinstalldirs

ogcar-2, 3b6/di st /programs, sh, in
ozcar-2, 3bb/distAYERSTON

ozcar-2, ZbE/dist/make-dizt, sh

ozcar—2, 3bb/di st /get-oscar-version,zh
ozcar-2, 3bE/scriptsd

ozcar—2, 3b6/scripta/Hakefile, an
oscar—2, 2bE/scripte/Makefile, in
ogcar—2, 3b6/scriptsdoscar_home,csh, in
ozcar—2, 3b6/zcriptsfoscar_home, zh, in
ogcar—2,3b6/scriptedal low_client_access
oscar—2, 3b6/scriptadcl ient_status
ogcar-2, 3b6/scriptsscreate_and_popul ate_bazic_node_info
ozcar-2, 3b6/zcripte/get _num_proc

Figure 10: Unpacking OSCAR.

E.2 Download Additional OSCAR Packages...
An optional step. See details in Sectior3, pagelo.

E.3 Select OSCAR Packages to Install
An optional step. See details in Sectiod, page21.

E.4 Configure Selected OSCAR Packages
An optional step. See details in Sectio®, page2l.

46



ar-2.3b

ogcar-2, 3b6/test ing Makefile, in
ogcar-2, 3bE/test ing/phe_test
ozcar-2, 3bE/tast ing testprint
ozcar—-2, 3bE/test ing/test _cluster
ozcar—-2, 3bE/test ing/ssh_uzer_tests
oscar—2, 3b6/ test ing/README . phs_test
[root@rh3um root]#

[rootBrhdvm root]# cod oscar-2,3b6
[root@rhdm oscar-2,3bE]# | configure
Configuring 0SCAR version 2,3bE

checking for gawk, ., gauk
checking whether make sets $(MAKED ... ues

configure: creating . config,status
config,status: creating Makefile
config,status: creating VERSION
config,status: creating dist/Makefile
config,status; creating dist/programs,sh

checking for a BSD-compatible install,,. Ausr/bindinstall -o
checking whether build environment is zane,.. yes

checking build system type... iB86-pc-linux-gnu
checking host system type,.. iB8E-pc-linux—gnu
checking for documentation LaTe source,.. not found
checking for location of OSCAR_HOME. .. Aoptfoscar

.3b6

config.status; creating packages/autoupdate/RPHS Hakefile
config.status: creating packages/autoupdatesMakefile
config.statust creating packages/Makefile
[root@rhdum oscar-2,3bE]4
[root@rhIum oscar—2,2b6]4 make install
Making install in dist
make[1]: Entering directory "Arootdoscar-2,3b6 dist
make[2]: Entering directory “srootsoscar-2,3b6 dist
make[2]: Mothing to be done for “install-exec-am',
make[2]: Mothing to be done for “install-data-am'.
make[2]¢ Leaving directory Arootfoscar—2,2b6/dist’
akel1]: Leaving directory “Arootfoscar-2,3bE/dist’
aking install in doc
ake[1]: Entering directory Arootfoscar—2,3b6Adoc’
ake[2]: Entering directory */Arootfoscar—2,3b6Adoc’
ake[2]: MNothing to be done for “install-exec-am',
ake[3]: Entering directory "/rootsoscar—2,3b6/doc’
ake[4]: Entering directory /rootfoscar—2,3b6Adoc’
ake[4]: Nothing to be done for “install-exec-am',
binssh ../ dist/mkinstalldirs Aoptsoscarsdoc
kdir -p -— fopt/ozcar/doc
fusrsbindinstall -c -m B44 install,pdf Aopt/oscarsdoc/install,pdf

make[4]t Leaving directory Arootdoscar—2,2b6/doc’
LmakeB]: Leaving directory Arootfoscar—2,2b6/doc’ J

3b

make[3]: Entering directory "/rootdoscar—2,3b6"

05CAR has been successfully installed to Aoptfoscar,

‘fou should change to that directory and start the 0SCAR
inztallation process:

zhell# cd Foptsoscar
shell# ,/install_cluster <network_device>

Conzult the 0SCAR installation guide for more information,

E[mot@r‘hgum oscar-2,306 14

make[3]: Leaving directory /rootfoscar—2,3bE"

/bindsh L Adistsmkinstalldirs Aoptfoscar/,

fusr/bindinstall —c -m B44 COPYING Aopt/oscard,/COPYING
Ausr/bindinstall —c -m 644 README Aopt/oscar/./README
Ausr/bindinstall -c -m 644 YERSION opt/oscard . /VERSION

fbindsh L /diztsmkinztalldirs foptsoscars,

fugrdbindinztall o install_cluster foptfoscars,/install_cluster
make[2]: Leaving directory "/root/oscar—2,3bE’

make[1]t Leaving directory “frootfoscar—2,3bE6°

Figure 11: Configure & Install the OSCAR Toolkit.

E.5 Install OSCAR Server Packages

This step is used to setup the server for the OSCAR cluster. See details in SeGtjpage23.

E.6 Build OSCAR Client Image

This step builds a disk image for the clients to download and install onto their local disks. See the details in

Section5.7, page23.
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rooti rn=vim:jopljosca

rootd m

[root@rh3vm oscar-2,3bE61# cd /opt/oscar
[rootBrhIum oscar]# ,Ainstall_cluster ethi

flamethrower

perl-¥ML-Simple

zysteminager—server

Running 0SCAR install_cluster script

Stopping xinetd: [ 0K ]
Starting xinetd: [ 0K ]

per 1-MLIEH

> Quick sanity check for /tftpboot/rpm
* Runningt "ed fopt/oscar/scripts &% ,Awizard_prep”

systemingtaller

modul es-ozcar

httpd

c3

Running 0SCAR wizard_prep =cript

c3-profiled
dhcp

erv-switcher

» Running OSCAR wizard prerequisites
» Checking to see if we need to install HTHL::Tree
> HTHL::Tree is not wet installed

Checking if your kit iz complete,..

Looks good

Writing Makefile for HTML-Tree

perl-0t

php

qt-devel

systemimager—client

zystemimager—flamethrower

=syztemimager-i386boot ~standa

zysteminztaller-x1l

tftp-hpa
—-=» Successfully installed server core RPHs

Stopping raync daemon for systemimager: rsync,

-=» Running post_server_install scripts for server core packages

Figure 12: Running thanstall ~ _cluster  script.

Enter a password:

Ixxxxx

Enter password again:

Ixxxx>1

]=i| cancel |

Figure 13: Enter an OSCAR Database (ODA) password.
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hd OSCAR Installation Wizard - 0%

Welcome to the OSCAR wizarid!

Step 0: Download Additional OSCAR Packages..

o | Help... |
Step 1: Select OSCAR Packages To Install.. | Help... |
Step 2: Configure Selected OSCAR Packages... | Help... |
Step 3: Install OSCAR Server Packages | Help... |
Step 4: Build OSCAR Client Image... [ Hemp... |
Step 5: Define OSCAR Clients... [ Hemp... |
Step b: Setup Networking... | Help...

Before continuing, network boot all of your nodes.
Once they have completed installation, reboot them from
the hard drive. Once all the machines and their ethemet
adaptors are up, move on to the next step.

Step 7: Complete Cluster Setup | Help... |

Step &: Test Cluster Setup | Help...

The following buttons are for managing
your node definitions after the initial install.

Add OSCAR Clients... [ Hemp... |
Delete OSCAR Clients... [ Hemp... |
InstallfUninstall OSCAR Packages... | Help... |
I Quit
(15

Figure 14: The OSCAR Installation Wizard.
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lhd OSCAR Package Downloader

[ Information % Provides Y Conflicts ' Requires Y Packager

NCSA OSCAR package repository
NCSA OSCAR package repository
NCSA OSCAR package repository
NCSA OSCAR package repository
NCSA OSCAR package repository
NCSA OSCAR package repository
thin-OSCAR package repository

File
OSCAR Package Downloader

e Refresh Table ‘ %3 Download Selected Packages‘
Package Name Repository
™ mpich-gm third-party 1.2.54
[ Myrinet Driver (Ghthird-party 1.6.x-4
[ Myrinet Driver (GMthird-party 1.6.x-6
™ PVFS third-party 1.5.74
™ PVES third-party 1.6.0-1
™ thin-DSCAR third-party 1.1.04

NCSA Clumon is a cluster monitoring system that provides a

tunable, flexible, expandable and intuitive

monitoring environment. |t is

built on SGI's Performance CoPilot, OpenPBS (although not required),

MySQL, and PHP.

o)

L

Figure 15: Selecting additional OSCAR packages to download using OPD/OPDer.
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OSCAR Package Downloader

File
lhd Additional OPD Repositories
Enter URLs for additional OPD repositories, one per line.
2
2 Refresh Tab| || J
Package Name Class
¥ clumon
™ mpich-gm third-party pository
™ Myrinet Driver (Ghthird-party [ Use these repositories EXCLUSIVELY pository
I~ Myrinet Driver (GMthird-party pository
I~ PVFsS third-party | Done | pository
I~ PvFs third-party L pository
TMMFOSTAR PaCkage r%:sirorv

™ thin-OSCAR third-party

LU=

[ Information " Provides  Conflicts ‘{ Requires { Packager '

NCSA Clumon is a cluster monitoring system that provides a

tunable, flexible, expandable and intuitive

monitering envirenment. It is built on SGI's Performance CoPilot, OpenPES (although not required),

MySQL, and PHP.

5

Exit

Figure 16: Adding Additional OPD Repositories.

JTnformafion Y Provides Y Conflicts Y Fequires Y Fackager

lhd OSCAR Package Selector = BX]
OSCAR Package Selector
Package Set: |Default =] Mrage sets
Fackage Mame | Class | Locationfersion |A
[V autoupdate included O5CAR 4.5.2-6
vV base core OSCAR1-1
v o3 core OSCAR4.0.1-1 —
[V Disable Uncommon Client Made Servic included OSCAaR1.1-1
[V Erwironment Switcher care O5CAR1.0.7-1
vV hdfS inclucled O5CAR 1 6-2
[V kerrel_picker included O5CAR1.3-1
[V LamimPl included O5CAR 7-1 ﬂ

iﬂ_r

Exit

-

Figure 17: Selecting which OSCAR packages to install.
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Environment Switcher OSCAR package configuration

hd . Oscar, Packag fig. =0k
OSCAR Package Configuration Environment Switcher OSCAR package configuration

1. Defaultfortag "mpi" can be setto:

o ¥ lam{"lan-7.0")
Config... | Environment Switcher * - mpich ("mpich-ch pd-gcc-12.5.10")
Config... |kerel_picker

Config... |ntpconfig

Al

Done |

Default Configuration | ‘ Cancel |

J

Figure 18: Configuring selected OSCAR packages. For example, the Environment Switcher package has
configuration options.

L

root@ rh9vm:/optjoscar

-=» Updating Setc/profile

Backing up fetc/profile

Adding path entries to Aetc/profile
-=» Updating Jetciexports

Backing up fetclexports

Checking for Jhome export

Adding fhome export

- Updating reyncd, conf Successfully
Backing up reyncd header stub installed
Adding hosts allow to file 03CAR
Updated rayncd,conf file server

——» Refreshing services
Starting MFS services: Close
Starting NFS quotas:

Starting NFS dasmon:
Starting NFS mountd:
Starting sshd:

--» Fixing root "dot" files
Making ahy necessary PATH fixes to (Aroot/,bashec)
Making any necessary PATH fixes to (Aroot/,toshec)
Making any necessary PATH fixes to {/root/,cshro)
—-=» Finished server_prep zcript

> Step 33 Successfully installed OSCAR server

=1
=

Figure 19: Successfully installed the OSCAR server packages.
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button next to it

[ Create a System Installation Suite Image
Fill out the following fields to build a System Installation
Suite image. If you need help on any field, click the help

Image Hame: |oscarimagg Help |
Package File: |f0ptn’oscar.-’oscarsamplesf Choose a File... | Help |

il =llld

Packages Directory: |ﬂﬂpb00t-’rpm

IP Assignment Method: static

Disk Partition File: |f0ptn’oscar.-’oscarsamplesf Choose a File... | Help

Help

L

|

Post Install Action: beep

~|

Reset | Build Image | Close

L

Help

Help

[l Create a System Installation Suite Image - 0%

¥  Create a System Installation Suite Image

]
o
x

Fill out the following fields to build a System Installation
Suite image. If you need help on any field, click the help
button next to it

Image Name: |Uscarimage Help

£

Package File: |f0ptfoscarmscarsamplesf Choose a Fle... | Help

Packages Directory: |Mpb00t-’rpm Help

£

Disk Partition File: |f0ptfoscarmscarsamplesf Choose a Fle... | Help

IP Assignment Method: static - | Help

Post Install Action: heep — | Help

Reset | Build Image | Close

L

Fill out the following fields to build a System Installation
Suite image. If you need help on any field, click the help
button next to it

Image Hame:
Package Fle:

Packages Directory:

Disk Partition File: |f0ptfoscarfoscarsa 1
(v -[57x)

IP Assignment Method:

Post Install Action:

Reset |

|oscarimage Help |
|f0ptfoscarmscarsamplesf Choose a File... | Help |
|ttpb oot/ Help |

static

heep

Build Image

Successfully
created
imarge
oscanmage

Close |

i |

Help |

Close

Figure 20: Building the OSCAR client image.
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E.7 Define OSCAR Clients

Step 3 is used to specify how many clients there will be, and what their TCP/IP characteristics will be. See
the details in SectioB.8, page25.

i - E% Add Clients to a SIS Image
Image Hame: |%|§/ ﬂl Image Hame: %E ﬂl
Domain Hame: |oscard0main ﬂl Domain Hame: |oscard0main ﬂl
Base Mame: |oscarn0de ﬂl Base Mame: oscarnode ﬂl
4.0 BIIEY
Humber of Hosts: |2 ﬂl Humber of Hosts: IZ_ ‘;uccessfui . ﬂl
Starting Number: |1 ﬂl Starting Number: |1_ ?;s?ntf:gglients ﬂl
Padding: [o ﬂl Padding: o] T ﬂl
Starting IP:  [132.168.152.124 |ﬂ| Starting IP: Wq] Gose | IHeIp |
==
=)

Subnet Mask: |255.255.255.D Help Subnet Mask: |255.255.255.D Help |
Default Gateway: |192.168.152.22? Help Default Gateway: |192.168.152.22? Help |
L Reset | Addclients | Gust!ll Reset | Addclients | Close

Figure 21: Defining the OSCAR clients.

E.8 Setup Networking

This step is used to collect the MAC addresses of the clients, and then download the disk images to the
clients. See the details in Sectibrd, page26.
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hd MAC Address Collection

MAC Address Collection Tool. When a new MAC address is received on the
network, it will appear in the left column. To assign that MAC address to a
machine highlight the address and the machine and click 'Assign MAC to Hode'.

Mot Listening to Metwork. Click 'Collect MAC Addresses’ to start.

E Al dients
]
E-oscamodel .vmcluster

thD mac =

tho ip = 192.168.70.1
E-oscamodez vmcluster

thD mac =

tho ip = 192.168.70.2

Remove Remove ALL |
Collect MAC Addresses | Assign all MACs | Close
Assign MACto Node | Delete MAC from Node | Configure DHCP Server

Import MACs from file... | Export MACs to file... | | Enable Multicasting

Below are commands to create a boot environment.
You can either boot from floppy or network

LBuiId Autoinstall Floppy... | Setup Network Boot | i Dynamic DHCP update

Figure 22: Setup networking: initial window.

[C1-w Build Autoinstall Floppy - Konsole [=]O][x]
Here iz a list of available flavors:
=tandard —

Which flavor would you like to wse for this diskette? [standardl: i

w Build Autoinstall Floppy - Konsole [=]O][x] Build Autoinstall Floppy - Konsole [=]O][x]
Y

This program assumes that you have a 1,44ME floppy drive and that et If you do use —floppy. this command will run non-interactively!!! ==
it iz Adew/Fdd, You can use the —floppy command line option to Uz2 the -help option to see all options,
change thiz walue,
Insert your floppy diskette now, This will overwrite all -
If you do use —floppy. this command will run non-interactively!!! information on your diskette,
Uz2 the -help option to see all options,
Continue? (y-/[nldi Formatting floppy as 1,44ME .,

Insert your floppy diskette now, This will overwrite all Doukle—sided. 20 tracks, 18 sec/track, Total capacity 1440 KE,
information on your diskette, Formatting ... done

Continuing ... done
Continue? (y/lnlx: I Creating DOS filesystem on Floppy...

mkclosfs 2,8 (28 Feh 20011

Using "syslinux" to make floppy hootable,,.

Creating temporary mount point,,.

Mounting floppy, ..

Copying Ausrs/sharessystemimagersi386-boot initrd-standard-2,1,30scar,9z to flopp

=N

Copying AusrssharessystemimagersiZ86-boot kernel-standard-2,1,30scar to floppy,
Copying Ausrs/sharessystemimagersi386-boot pxelinux,cfgsmessage,txt to Floppy,
fed] Un-mounting floppy. ..

Femoving temporary mount point,,.

| Done !

Figure 23: Setup networking: building an autoinstall floppy.
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SYSLINUX 1.63 2881-88-86 Copyright (C) 1994-2881 H. Peter Anvin
Loading initrd-s............
Loading kernel-s.......

Figure 24: Setup networking: booting the client.

MAC Address Collection Tool. When a new MAC address is received on the

netvrork, it will appear in the left column. To assign that MAC address to a
machine highlight the address and the machine and click 'Assign MAC to Node'.

Currently Scanning Network... Click 'Stop Collecting' to stop.

B Al dients

Ié|—oscamode1 vmcluster
thd mac =
tho ip = 192.168.70.1
EH-oscamode?.vmcluster

thd mac =
tho ip = 192.168.70.2

Remove Remowe ALL I
Stop Collecting MACs | Assign all MACs | |
Assign MACto Node | Delete MAC from Node | Configure DHCP Server |

| | | Enahle Multicasting

Below are commands to create a boot environment.
You can either boot from floppy or netwiork

L | Setup Hetwork Boot | @ Dynamic DHCP update

Figure 25: Setup networking: scan for booting client (DHCP request).
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lo

1°9712 —a)

blo

i reserued for the super user
P

ks per group. B192 fragments per group

des per group

g inode tables: do . .
g superblocks and fllesvstem accounting information: done

11esy5tem will be automatically checked ewvery 26 mounts or
whichever comes first. Use tune2fs -c or —-i to override.

eaflng ram disk for /tm{ to hold extra binaries

ng for configuration file on flopepy.

S OEe= I N=EehEmEo
H SEZOF RN SR SEN e

Can’t find an ext2 fllesvstem on dey fd(z2.28)
reiserfs_read_super: ca a relserfs fllesvstem on dew B2 :ic.
reiserfs_read_super: trv to flnd super block in old location
reiserfs_read_super: can’t find a relserfs filesystem on dev B2:1ic.

Ho Alocal.cfg on lePP drive._ R
IPF Address not set Yocal cfg. I will use DHCP.

sleep 35: This is to giw ¥Dur switch (if wvou’'re usin% e) time to
recognize vour ethernet card before we try he netuork

1 2 3 4 5 6 7 8 89 48 414 42 43 414 415 46 47 418 415 2@ 24 22 23 24 25 26 27 28 239 3@

31 32 33 34 35

dhclient ~

Internet Software Consortium DHCP Client 2. @Qpl35 ~

Cofvrgght 199 1996, 1997, 1998, 19939 The Internet Software Consortium.

Al rights reseérved.

FPlease contribute if ou find this software useful

For info. please ui5i¥ http://www. isc. org/dhcp-contrib. html

cat: Afloppvslocal cfg: Mo such file or directory

cat: AfloppyvAlocal cfg: Ho such file or directory

Listening on LPF/ethB/00:50:56:40:43:78

Sending on LPF/ethB8/80:58:56:48:4323: 78

Listening on LEFAloA<{null}

Sending on LPFA/lo/<null’}

Sendlng on Sockets/fallbacksfallback—net .

DHCEDISCOUER on eth® to_255_255.255.255 port 67 interval 8

DHCPDISCOVER on lo to 2355.23535.2535.2535 port 67 interwval 7

Figure 26: Setup networking: client is broadcasting, allows capture of MAC address.

(lhd MAC Address Collection = B8%] (hd MAC Address Collection = B%]
MAC Address Collection Tool. When a new MAC address is received on the MAC Address Collection Tool. When a new MAC address is received on the
network, it will appear in the left column. To assign that MAC address to a network, it will appear in the left column. To assign that MAC address to a
machine highlight the address and the machine and click 'Assign MAC to Hode'. machine highlight the address and the machine and click 'Assign MAC to Hode'.

Hot Listening to Network. Click 'Collect MAC Addresses' to start. Not Listening to Network. Click 'Collect MAC Addresses’ to start.
00:0c:29:53:de:ec [} & an clients = Al Clients
1 I
E-oscamodel .vmcluster E-oscamodel.vmcluster
thD mac = 00:0c:29:aa:41:2b th0 mac = 00:0c:29:aa:41:2h
thi ip = 192.168.70.1 thi ip = 192.168.70.1
H-nscamode2.vmcluster E-oscamodeZ. vmcluster
th mac = th0 mac = 00:0c:29:53:dezec
thi ip = 192.168.70.2 thi ip = 192.168.70.2
Renove Remowve ALL =) = Remave Remowe ALL =) =
Start Collecting MACs | Assign all MACs | Close | Start Collecting MACs | Assign all MACs | Close |
Assign MAC to Node | Delete MAC from Node | Configure DHCP Server | Assign MAC to Node | Delete MAC from Hode | Configure DHCP Server |
Import MACS from file... |  Export MACS to file... | i Enable Multicasting Import MACS from file... |  Export MACs to file... | i Enable Multicasting
Belovw are commands to create a boot environment. Below are commands to create a boot environment.
You can either boot from floppy or network You can either boot from floppy or network
LBuiId Autoinstall Foppy... | Setup Metwork Boot | @ Dynamic DHCP update=[| LBuiId Autoinstall Floppy... | Setup Metwork Boot | @ Dynamic DHCP update=[|

Figure 27: Setup networking: Scanning network, found first MAC address, then later assigned all MAC
addresses.
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information:

disk, setting up the disk tables, and starting to download the
58

done
ioning

inode_ tables: = ~
a suverblocks and filesvstem accounting

Client partit

Hritin
Hritin

Figure 29



tApum3s b umsH Z2/FPunm gsize.c
tApunm2s b umAH 32/Pum alt.c
tApum3s b vmsH F2/Pvmfhostsync. o
tApum3s b umsSH I2/Pumfinitsend. o
tApum3ds b umsH F2/Punfjoingrey . o
topum3/libfpum /HINSE Puntkill. o
tApum3s b umsH F2/Fum lugrg.c
tApunm2s b umAH 32/Punfmcast. o
tApvm3s b wmsH F2/Pvminmkbuf . c
tApum3s b umsSH I2/Puvminmstat. o
tApunm2s b umAH 32/Puminytid. o
tspvm3s b vmsH Z2/Puminewctx. c
tApum3s b umsH F2/Pumfnotify. c
tApunm2s b umAH F2/Punfinrecu. o
tApvm3s b wmsH s2/Pumipack.c
tApum3s b umsH F2/Pumfparent. c
tApunm2s b umAH 32/Pumfperror.c
tApvm3s b wmsH S2/Pumiprecv. c
tApum3s b umsH F2/Pumfprobe. c
tApunm2s b umAH 32/Pumfpsend. ©
tApvm3s b wmsH sS2/Pumfpstat.c
tApum3s b umsH F2/Pumfputinfo. o
tApunm2s b umAH F2/Punfrecy.
tApvm3s b wmsH FZ2/Pumfrecvinfo.c
tApum3s b umsH Z2/Pumfreduce. c
tApunm2s b umAH 23 /Punfscatter. o
tApvm3s b wmsH F2/Pumisend.
tApum3s b umsH Z2/Pumfsendsig. o
tApunm2s b umAH F2/Punfsetctx. c
tApvm3s b wmsH F2/Pumisetopt. c
tApum3s b umsH F2/Pumfsetrbuf o
tApum3ds b umsH Z2/Punfsetsbuf . c
tApvm3s b wmsH F2/Pumfsiblings. o
tApum3s b umsH Z2/Punm sleep c
tApunm2s b umAH 32/Pum ¥

tApum3 libEpvm /HINZZ2/Punmis artpumd.c
tApum3s b umsH Z2/Pumftasks_c
tApunm2s b umAH 22/Punftidtoh._c
tApvm3s b wmsH F2/Pwm trecv.c
tApum3s b umsH Z2/Pumfunpack
t/pun3 A libEpun s HINZZ2 /Pum startpumd c
tApvm3s b wmsH F2/Pumitasks. o
tApum3s b umsH B2/Pumftidtoh.c
tApunm2s b umAH 32/Pum trecu =3
tApvm3s b wmsH 327 unpack o
tApum3s b umsH Z2/ftocstr .
t/pun3 A libEpums 32/pvm consts h
tApvm3s b wmsH F2swatTorstr. h
tspum3s b uvmsftocstr. o

Figure 30: Client downloading and installing the image.

USFr/SNAresZONEe1Nto /X 1IGNT/AHTIANT 1GS
usr/shareszoneinfos/right/Australias
usrsshareszone info’right/Brazil./

usr/sshareszone infos/rights/Canadas

usr shareszoneinfosrights Chile/

usrsshareszone infosright Etc/

usrsshareszone infosright/Europes
usrsshareszoneinfosrights/Indians

usrsshareszone infosright/MHexico.
usrsshareszoneinfosright/Hideasts

usr shareszoneinfosrights/Pacific/

usrss are/zone1nfo/r;ght/5§5temul

usr;s areszoneinfosrightsUSs

var

varsarpwatch/

varscache/

varscachesmans

varscache/man/X1iRE~

varscachesmanslocals

varslibs

varAlib/alternatives/

var/libsnfs/

varAslibsrpms

varslock/

varslogs

vaArAruns

varsspools

varsspoolsats

varsspool/scrons

varsspoolspbhs/ ~

uar/spool/sbs/mom_prlu/

wrote 431388 bxtes read 531503223 b tes 816817 .79 byvtesssec
total size is 59782800 speedup aa
Sbhootssc—initrd-2._4_18-3. g% alreadv exists

Ramdisk creation for kernel Aboot/umlinuz-2.4.18-3 has failed at Ausr/binssystem
configurator line 323

umoun /a/groc/ .. .Donet

umount “asboot/ ... Donet?

unount “ass .. Donet

I been done for 1 seconds. Beboot me already!?
I've been done or 2 seconds. Reboot me already!?
I'’ve been done for 2 seconds. RBeboot me already?
I've been done for 4 seconds. Reboot me already?
I've been done for 3 seconds. Reboot me already!?
I'’ve been done for B seconds RBeboot me already?
I'’ve been done for 7 seconds Reboot me already?
I've been done for 8 secon 5 Reboot me alreadv'
I'’ve been done for 9 seconds. Reboot alre ad&
I've been done for 1 seconds. Reboot me already?

Figure 31: A client has finished the install and is asking to be rebooted.
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E.9 Step 5: Complete Cluster Setup

This step is used to unify the server and client installations into a single cluster. See the details in Sec-
tion 5.11, page29.

root@ rhOvm:/optjoscar

Shutting down ntpds [FAILED]

ntpd: Sunchronizing with time server: [ OK ]
Starting ntpd: [

--------- ozcarnode?, oscardonain-—-------
Shutting down ntpd: [FAILED]

ntpd: Sunchronizing with time server: [ 0K ]
Starting ntpd: [

-=» fAbout to run foptdoscardpackages/loghost/scriptedpost_install for loghost
ogcar_cluster
————————— ogcarnodel , oscardonain-———---—
Setting loghost to 192,168,152,227
Shutting down kernel loggers [ 0K ]

Shutting down system loggers [ 0K ]
Starting system logger: [ OK ]
Starting kernel logger: [ OK ] completed
--------- ozcarnode?, oscardomain-—------- the cluster
Setting loghost to 192,168,162,227 install
Shutting down kernel logger: [ OK ] (i
Shutting down system loggers [ OK ]
Starting system loggers [ OK ] Close
Starting kernel loggers [ OK ]
Cluster setup complete!

-=» Step ¥i Successfully completed the cluster install

Successfully

Figure 32: Complete Cluster Setup.

E.10 Test Cluster Setup

This step is used to test the cluster setup. It can either be run from within the wizard, or, as shown here, from
manually launching a shell script at@ot command prompt. See the details in Sectol?, page29.

Performing root tests,,,
PES node check

PBS service check:pbs_server
Maui zervice checkimaui
Ahome mount s

Preparing uzer tests,,,
Performing uzer tests,,,
S5H ping test

S5H zerver->node

S5H node-rzerver

PYH {wia PBS)

PBS default queus definition
FBS Shell Test

HPICH (wia PES)

LAKAHPT (wia PBES)

PBS HDFS Test

.GHit enter to exit,,,

Figure 33: Test the cluster.
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E.11 Delete Node Button

The Delete Node button can be used to delete clients from an OSCAR cluster. Note that this button only
deletes OSCAR'’s knowledge of the clients —what physically happens to that client is not OSCAR’s concern.
This example shows deleting one of the clients setup in the previous sectamtarnode2 . The next
section (Sectioft.12) will show adding it back. See the details on deleting clients in Seétibh.2 page30.

L' Delete Dsc: =R Delete Oscar Nodes
In order to delete OSCAR clients In order to delete 0SCAR clients In order to delete O03CAR clients
from your cluster, select the nodes from your cluster, select the nodes from your cluster, select the nodes
you wish to delete and press the you wish to delete and press the you wish to delete and press the
Delete Clients button. Delete Clients button. Delete Clients button.
I oscamodel I oscarnodel I oscamodel

oscamode? oscamodeZ |

deleted

£ ri

L Delete clients | Close ;‘l l= Delete clients | Close ;ﬂ Delete clients | Close |

el

Figure 34: Delete OSCAR clients. First image is the initial window, second image is with a client selected,
and third image is when the action has completed.

E.12 Add Node Button

The Add Node button will add clients into an existing OSCAR cluster. In this example, we will add back
oscarnode2 into the cluster. See the details of adding a client in Se&ian.1, page30.

hd Add Oscar Nodes - 0%
|Perfom1 the following steps to add nodes to your OSCAR cluster|

Step 1: Define OSCAR Clients... |  Help... |

Step 2: Setup Hetworking... | Help...

Before continuing, network hoot all of your nodes.
Once they have completed installation, reboot them from
the hard drive. Once all the machines and their ethermet
adaptors are up, move on to the next step.

Step 3: Complete Cluster Setup Help... |

L Close 4‘]

Figure 35: Add OSCAR Clients.

E.13 Install/Uninstall OSCAR Packages

The Install/Uninstall OSCAR Packages button will let you add/remove packages from and an OSCAR clus-
ter after the initial installation. See the details and more in-depth look at the underlying concepts of this new

feature in Sectio®.15 page31
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-E% Add Clients to a SIS Image

Image Hame: %% Help | Image Hame: %% Help |

Domain Hame: |oscard0main Help | Domain Hame: |oscard0main Help
Base MName: |oscarnode Help | Base Mame: |oscaf—ﬁ Help |
Number of Hosts: |1 Help | Mumber of Hosts: Successfully Help |
created clients
Starting Humber: |2 Help | Starting Number: for image Help |
oscarimage
Padding: jo Help | Padding: —— | Help |
Starting IP:  |192.168.152.129 | Help | Starting IP: . Help |
Subnet Mask: |255.255.255.U Help | Subnet Mask: |255.255.255.U Help |
Default Gateway: |192.168.152.22? Help | Default Gateway: |192.168.152.22? Help |

Reset | Addclients | Close Reset | Addclients | Close

—

Figure 36: Add node / defining the clients.

bd MAC Address Collection

MAC Address Collection Tool. When a new MAC address is received on the_ MAC Address Collection Tool. When a new MAC address is received on the
network, it will appear in the left column. To assign that MAC address to a network, it will appear in the left column. To assign that MAC address to a
machine highlight the address and the machine and click 'Assign MAC to machine highlight the address and the machine and click 'Assign MAC to
Node'. Node'.
Currently Scanning Hetwork... Click "Stop Collecting' to stop. Not Listening to Network. Click 'Collect MAC Addresses’ to start.
00:50:56:f5:dd:h1 || = an ciients E All Clients
1 1
El-oscamodel.oscardomain El-oscamodel.oscardomain
tztnu mac = 00:50:56:ed:2c:4f tzmu mac = 00:50:56:ed:2¢:4f
thi ip = 192.168.152.128 thi ip = 192.168.152.128
E-nscamode2.oscardomain El-oscamodeZ.oscardomain
thD mac = thD mac = 00:50:56:15:dd:h1
thi ip = 192.168.152.129 thi ip = 192.168.152.129
Remnove Remove ALl I.\J ] Remnove Remove ALL I.\J ]
Stop Collecting MACs | Assign all MAcs | | Start Collecting MACs | Assign all MAGs | Close |
Assign MACto Node | Delete MAC from Node | Configure DHCP Server | Assign MACto Node | Delete MAC from Node | Configure DHCP Server |
| | Import MACs from file... | Export MACs to file... |
Below are commands to create a boot environment. Below are commands to create a boot environment.
You can either boot from floppy or network You can either boot from floppy or netwrork
L | Setup Metwork Boot | @ Dynamic DHCP update=|] LBuild Autoinstall Floppy... | Setup Hetwork Boot | @ Dynamic DHCP update=|]

Figure 37: Add node / setup networking.
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root@ rh9vm:/optjoscar
—-=» About to run foptdoscardpackages/ntpconfigd/scoripts/post_install for ntpoonfi

ocar_cluster
--------- ozcarnodel , oscardomain-————————
Shutting down ntpd: [FAILED]

ntpd: Sunchronizing with time server: [ OK ]
Starting ntpd: [ OK

————————— ozcarnode?, oscardomain-—-----—-
Shutting down ntpd: [FAILED]

ntpd: Sunchronizing with time server: [ O8]

Starting ntpd: [ OK ] !

-=» About to run foptdozcardpackages/loghost/zcripts, Successfully logho=st
DSCar‘_CluSter‘ RS 2 B | cﬂmpletﬂd

————————— ozcarnodel , ozcardomain-———————- the cluster

ozcar_loghost already set install

--------- ozcarnode?, oscardomain-——-——————

Setting loghost to 192,168,152,227

Shutting down kernel logger:s [ 0K ] Close |

Shutting down system logger: [ 0K ]

Starting system logger: [ OK

Starting kernel logger: [ OK ]

Cluster setup complete!

—=» Step 3: Successfully completed the cluster install

Figure 38: Add node / complete cluster setup.

Install/Uninstall Packages

Package Name |Class | Location/Version |ﬂ
v base core OSCAR 1-1
W c3 core OSCAR 4.0.1-2
[V Disable Uncommon Client Node Services included OSCAR 1.1-1
¥ Environment Switcher core OSCAR 1.0.7-1
WV kernel_picker included OSCAR 1.3-1
W LAM/MPI included OSCAR 7-1
v loghost included OSCAR 1-1
|y fmeloidad MACF,AMD Y Y C T ﬂ

[ Information % Provides Y Conflicts Y Requires Y Packager %,
The System Installation Suite

el

Execute ‘ X Cancel

Figure 39: Install/Uninstall packages from an existing OSCAR cluster.
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(hd Install/Uninstall OSCAR Packages = BX|

Install/Uninstall Packages A,

Package Name |Class | Location/Version |ﬂ
v oda core OSCAR 1.23-1
v apium included OSCAR 1.5-6
¥ pbs included OSCAR 2.3.16-11
¥ perl-Ot core OSCAR 3.0.6-6
[V pfilter included OSCAR 1.699-1
¥ PVFS third-party OFD 1.6-1
™ pvm included OSCAR 3.4.4+11-3

OSCAR 2.1.3-2

[ Information " Provides ' Conflicts ' Requires Y Packager ",
The System Installation Suite

Execute ‘ X Cancel

el

Figure 40: Individual OSCAR packages are color-coded to show their current installation state.
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