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1 Findings

1.1 This ISIC is addressing R&D issues related to managing and administering terascale computer centers.  Present tools have one-of-a-kind interfaces and are often not designed to scale up to these sizes.  The three key project goals are:  (1) agree on standardized system components, (2) produce a fully-integrated suite of system software and tools, (3) R&D more advanced versions of components.  Scalability up to 10,000 nodes is the primary concern.

1.2 The critical metric for success is that the project define effective, portable, and robust interfaces for the systems software and that they be adopted by the vendor community for use on high end platforms (target 2005-2007 time frame).  The model for achieving this adoption is based on the successful approached used in the development of the MPI standard (open committee standards meetings, heavy vendor participation, and open-source reference implementations).

1.3 Four inter-related working groups are defining assembling the interfaces and reference implementations: node build and configure, resource mgmt, and scheduling, process mgmt, and validation and integration. The project appears to be on schedule for the technical deliverables: first 18 months: get a group to meet to define a standard, next 24 months, R&D to create currently non-existing versions, last 18 months, focus next generation of computers on their platforms.

1.4 This ISIC has made several noteworthy accomplishments to date. These include: scalable enhancements to the Maui Scheduler that have been rolled back into the base product and distributed, new validation and testing suites under development on C-Plant and Chiba City that are in demand by vendors, and various portions of the new components are in use on both C-Plant and Chiba City.

1.5 Organizationally, the project has developed a team structure that leverages the expertise at diverse sites into effective working units.  Likewise the teams exploit frequent teleconferences and electronic notebooks to provide excellent channels of communications.

1.6 The current plan for scalability testing (at least to several thousand nodes) is to use the proposal for expansion of Chiba City to several thousand processors. The backup plan would be to use limited access to Sandia’s C-Plant system to accomplish a reduced scope of scalability.

2 Comments

2.1 Component Registry

Based on the presentation, the committee has some concern regarding potential vulnerabilities in the registration system.  In particular, it would appear that the registry could be a single point-of-failure.  If so, what might be done to avoid this problem?  Along the same lines, it would appear that there could be significant scalability limitations in the registry system, assuming the number of components to be registered scales with the size of the parallel system.

2.2 Checkpointing

The committee expressed several concerns regarding the discussion on checkpointing.  In particular, several comments seemed to indicate that at the low levels, checkpointing is extremely machine specific.  If so, how will this aspect become part of a general interface?  Given the project’s plan to avoid definition of a File I/O interface, does this decision increase the problem?  It would appear that the project may have to settle for defining a checkpoint interface that is the best we can do now, as opposed to an interface that may be best for the long term. Large scale system level checkpointing demands a very fast high bandwidth file I/O system.  Without a definition of the file I/O interface, how will such high sustainable performance be guaranteed?

2.3 Performance as a metric

Several committee members expressed concern at the apparent lack of emphasis on performance as a critical metric that might be used by vendors in adopting the interface definitions advanced by this project.  Certainly, scalability to large numbers of processors is key.  However, given that we have some existing systems managing node counts in the range targeted by this project, those systems and vendors have a performance bar that would need to be met (or at least approached) before they could consider moving to the new interface.  

3 Recommendations

3.1 Need Testbed for Validation

The review committee believes that it is imperative that this project have access to a platform (at least 5,000 nodes) on which to build, test and demonstrate the scalability of their reference implementation.  One good option is the expansion of the Chiba City system.  Another good option might be a specialized system that has limited application use (to save cost) but that provides required node count.  Such a machine could be useful for other computer science research projects as well. The committee has serious concerns that limited access to any production machine or unrestricted access to machine of significantly less node count will put the key metrics in jeopardy.

3.2 Need more committed participation from industry

To date, the project has begun to engage a number of vendors in this process.  However, the committee is not convinced that they have been able to engage enough vendors.  The committee is also concerned that the vendors who have been participating to date are fully committed to adopting the interfaces defined by the project, even if the reference implementations prove scalable.  The committee strongly urges the project to reach out further to key potential vendors and to establish a deeper commitment to the process on the part of all of the vendors.

3.3 Investigate Relationship with CCA

The committee encourages the project to further investigate the possible value of working with the CCA project to exploit some of their capabilities.  The committee understands that some aspects of the CCA work are not relevant to this project (eg, the SPMD model).  However, there may be value in the Babel language interoperability tool and in the general scheme for defining the framework protocols needed to specify how components interact.

3.4 Investigate File System Plan

The committee encourages the project to further investigate their initial decision to include some sort of framework interface and definition to cover file systems.  The committee was not completely convinced by the argument that the project’s demands for file system functionality are no different than others.  In particular, we are concerned about possible special needs for checkpoint and restart capabilities and how that might be impacted by open files. The committee recommends that a year from now, a list is generated for the requirements of file systems for systems software, with particular emphasis on checkpoint restart.  This project should become better connected to the Lustre project.

3.5 Investigate Security Plan

The committee encourages the project to further investigate their initial decision regarding the handling of security.  The committee concurs that the system interfaces must be policy neutral.  However, given the severe threat posed by internet hackers, the committee would like the project to assess whether any additional safeguards could further enhance security at the levels defined in the proposed interfaces.

3.6 Fault Tolerance

The committee encourages the project to revisit their decision regarding the need to worry about fault tolerance on O(10K) nodes.  It appeared that the project feels that fault tolerance issues are not as important until the scale becomes much larger.  However, recent experience with current large systems indicate that adaptable systems software in the presence of breaking fans, overheating nodes, memory errors, etc., show that fault tolerance does need to be carefully built into all systems software.

3.7 Test Workloads

The committee recommends the development of a workload systems test to evaluate both functionality and scalability of the proposed systems software. Having a baseline to work from can help determine if the project is really improving performance or not.

4 Summary Analysis

4.1 Progress to Date

The committee affirms the significant need for and the value of this project’s goals and objectives.  It also recognizes that the assembled team has the right skill mix and capabilities to execute the project as defined.  The project has made substantial progress in its first 18 months of operation, both in terms of organizing itself and initial deliverables.
4.2 Interaction with and Impact on SciDAC Applications

This particular ISIC is naturally targeted to having impact on the development and maintenance of computer centers with very large clusters.  As such its expected direct impact on SciDAC applications is minimal.  Its “interactions and impact” need to be pointed toward both computer centers and vendors.  To date the project has demonstrated some of both, through the use of some of its software in several centers and the participation of some of its vendors in planning.  The committee would rate this progress as acceptable, but as indicated earlier, involvement of vendors must increase.

4.3 Future Plans

Overall, the technical plans for development and testing look sound.  Recommendations 3.3-3.7 indicate areas where the committee encourages the project to examine specific topic areas for possible adjustments to its future plans.

4.4 Need for Course Corrections

The two greatest obstacles to the ultimate success of this project are in the availability of an adequate testbed for proving the scalability of the interface design and the willingness of vendors to adopt the design for future systems.  The remaining comments and recommendations are clearly secondary to these two points.  The committee concludes that this project should proceed with the expectation that these two obstacles can be effectively addressed in the near future.
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