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Introduction
Lustre

“Lustre is a scalable,
secure, robust, highly-
available cluster file
system.”
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Introduction
Symmetric Active/Active Replication
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Introduction
Preceding Projects

The JOSH UA pI‘OJeCt Symmetric ActivefActive Head Nodes
offers symmetric
active/active HA for HPC
job and resource
management services. It
represents a virtually
synchronous environment
using external

replication providing HA
without any interruption
of service and without
any loss of

state.

Compute Nodes

Advanced Beowulf Cluster Architecture with
Symmetric Active/Active High
Availability for Head Node System Services



Introduction
Preceding Projects
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Development
Replication Method

external
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process communication code

e faster, due to no inter- e no need to touch Lustre
e Kkernel development e modular design



Development
Preliminary System Design

e uses external replication
method

e Transis intercepts Lustre
messages

read status

read status

distribute

raquests,
filler responses

read, write
metadata

Doesn't work in practice!




Development
Lustre Networking

e Lustre needs all
components running on Lustre Message

port 988
e message source and
destination are checked

Destination NID
Source NID
Destination PID
Source PID
Header Type
Payload Length

Payload
e Lustre doesn’t allow
rerouting
» only direct sent SizeinBytess. 8 8 4 4 4 4
messages are peacer S

accepted



Development
Final Prototype Design
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Development
Final Prototype Design
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Development
Prototype Implementation Limitations

The design of Lustre doesn’t allow implementation of all
prototype features.

Distributed locking mechanisms within Lustre
e Each MDS tries to get the same lock

Existing active/standby failover behaviour of the MDS

e only one running MDS allowed at a given time
e only two MDS can be configured

Only three connections per node allowed
e one client uses three connections
e all clients are routed through one interceptor



System Tests
Functionality

Due to restrictions caused by the Lustre design,
functionality tests could only performed part wise.

Working functionality of the prototypes:
e Message Routing
e Group Communication System
e File Operations: read, write, create, delete

Missing functionality of the prototypes:

e multiple running MDS at the same time
e connection failover

The results give proof of working components, but an
active/active HA solution of Lustre could not be tested.



System Tests
Performance

Implemented prototypes consist of all components a working
HA solution needs.

A full working HA prototype would have almost the same
iImpact on performance like Prototype 2.
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System Tests
Performance

Performance tested with
own benchmark program.

All performance tests have
been done with 100MBit and
1GBit network.

The standard Lustre performs
up to 89 times faster than the
tested prototypes.

. 100 Mbit
Operations per 1 file 100 files
second create read delete creats read delets
Standard Lustre 538.188| 482.388|1.125.914| 551.7889| 452.450|1,727.858
Prototype 1, 1 GM 6.103 11,540 12.185 5.030 8.052 24.084
Prototype 1, 2 GM 6.104 11.8348 12170 5.025 8.050 23778
Prototype 1, 3 GM 6.108 11.844 12.185 5.025 8.082 23.884
Prototype 2, 1 GM B.0:58 11.758 12.084 7.685 28.051 23.885
Prototype 2, 2 GM §.051 11.732 12.047 7.084 8.045 23.888
Prototype 2, 3 GM 6.037 11.782 12.082 7015 2.046 23.804
Time taken for 100 Mbit
one operation 1 file 100 files
{msec) create ead delate creats read delete
Standard Lustre 1.8588 2.163 D.288 1.812 2.210 0.581
Prototype 1.1 GM | 183858 24 483 82202 124.538| 124185 41.857
Prototype 1. 2 GM 1683.827 24 418 22172 124583 124074 42081
Prototype 1.3 GM | 183.707 24433 82.202( 124.607] 124.041 41.728
Prototype 2.1 GM | 185.125 85.050 228868 125528 124211 41.848
Prototype 2, 2 GM | 1685248 25.240 23.008| 125.588| 124.289 41.8480
Prototype 2, 3 GM | 185847 24,874 22.898| 126.288] 124280 41.852
Operations per 1 Goit
1 file 100 files
second create read delets create read delete
Standard Lustre 522.247| 550.858)1,330.873| 636.748| 520.487| 1,951.101
Prototype 1, 1 GM g.181 12.710 12.314 8.157 8.252 24,359
Prototype 1, 2 GM §.140 12.038 12.221 g.082 2.17¢ 24238
Prototype 1, 3 GM 5.128 11.938 12.207 8.087 2.138 24,208
Prototype 2,1 GM 5.138 12.144 12.248 5.108 8.217 24224
Prototype 2, 2 GM 5.081 11.928 12.158 8.023 2.134 24.037
Prototype 2, 3 GM §.085 11.900 12.142 £.010 2.125 24.021
Time taken for 1 Ghit
one operation 1 file 100 files
{msec) create read delets creats read deleta
Standard Lustre 1.607 1.818 0.751 1.57] 1.821 0.513
Prototype 1, 1 GM 181.738| 78.830 51.211| 122888 121.184 41.052
Prototype 1. 2 GM 182.871 23.071 81.825 123.734| 122.28%2 41257
Prototype 1. 3 GM 183.193| 83.7a82 51819 123.084| 122.882 41.308
Prototyps 2.1 GM 182.820) B82.348 51540 123.384| 121.886 41.282
Prototype 2. 2 GM 184.1658) 83.850 52.263| 124.848| 122.037 41.802
Prototype 2, 3 GM 184,310 84.032 52.350| 124.840| 123.078 41.830




System Tests
Performance

Overhead to the system:

JOSHUA
256% with four group
members

Prototype 2
8815%! with three group
members

Read request throughput:

Metadata Service project
125 with one server
360 with four servers

Prototype 2
520 with standard Lustre
8 with three group members

Throughput (Requests/sec)

System # Latency Overhead
TORQUE 1 98ms
JOSHUA/TORQUE 1 134ms 36ms/ 37%
JOSHUA/TORQUE 2 265ms 158ms/161%
JOSHUA/TORQUE 3 304ms 206ms/210%
JOSHUA/TORQUE 4 349ms 251 ms/256%

Job Submission Latency Comparison of Single vs.
Multiple Head Node HPC Job and Resource
Management
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Summary

o A working symmetric active/active HA solution for
the MDS of Lustre cannot be provided within this
project

o Significant performance impact of proposed HA
solution

o Further analyses of Lustre needed

o Full working production type HA prototype
requires changes in the entire Lustre design



High Avalilabllity for the Lustre File
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