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Motivation

High Performance Computing Systems reached Petaflops era

— Roadrunner with 129,600 cores, 98 TB RAM (at Los Alamos National
Laboratory, USA)

— Jaguar with 150,152 cores, 300 TB RAM (at Oak Ridge National Laboratory,
USA)

— Kraken with 66, 000 cores (at Oak Ridge National Laboratory/University of
Tennessee, USA)

The trend is toward even larger-scale systems

Significant increase in number of component and complexity

Increase in failures

Decrease in performance

Reactive fault tolerance as checkpoint/restart is becoming less efficient

— Experience failures
— React to failures
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Proactive Fault Tolerance

* Proactive fault tolerance keeps parallel
applications alive by
— Avoid failures
— Predict failures
— Migration
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Reactive vs. Proactive
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RAS Framework

Virtualization Scope:

Application, Run Time Environment, OS5 andfor Micro OS
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Customization Detection Recovery and
. and Guidance Prevention
Individual i_ Status Probes
Compute Nodes
S Fault Talerance
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Communication I | | Policy Configuration, | | Fauwll, Error and Fault Tolerance
System | Decision Guidance Trend Notification Mechanism Invocation
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Highly Available RAS Engine
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Reliability, Availability and ~ ®reading
Serviceability of a System

e Reliability
— Hardware and software performance
— Avoidance and robustness
— Mean time between failures (MTBF)

e Serviceability

— Component, device or system maintained and
repaired
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Serviceability of a System
Mean time to failure (MTTF)
Mean time to repair (MTTR)

Mean time between failures (MTBF=MTTF+MTTR)
e Availability is MTTF/MTBF

up time (after repair) down time (unplanned)
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off one failure one failure one failure
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to failures to repair
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RAS Framework

Reactive fault tolerance
Proactive fault tolerance
Reliability analysis

Holistic fault tolerance
— Reactive and Proactive
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RAS Framework Engine Prototype

History
Database

e Job and Resource
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Add
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RAS Framework Engine Prototype

e Database

History % Administrator
Database
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Job and Recourse Manager
e Accepts jobs

History | + Administrator |
Database

* Finds resources

Application
Runtime Allocation -

e Submits jobs

Environment
. §
 Provides the s
2 __.Appu.-:arion Process|T
T Health 8
res u |t E Trend Sensor App.'k:.'lﬁnn Process E
= “m-“‘w- s H
= Trend ISunsw Application Process|=
E Data Data < Health
o \J

Must support migration

Collected data for Reliability Analysis
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Monitoring System

* Monitors resources [, [Famnme

Database

Notify of

Eviction

Add
Node(s)

* Provides metrics

Resource | Migrate Runtime 11.!::;;!::::1 >
Manager |Process Environment
values s
E Application Process iﬁ
T ' Health é
E Application Process _3
T Health ‘i
g Application Process|<
g.r Health
< Y
* Collected data for Reliability Analysis
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Reliability Analysis

e Analyses

n History | 4 Administrator

Database

 Makes predictions

Notify of

Eviction

Add
Node(s)

* Trigger migration

Application
Resource | Migrate Runtime Allocation >
Manager |Process Environment
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Database

e Has historical data and

raw data . g
. ofe =| _ Trend Sensor Application Proces E
* Used by Reliability D e |
Do —
AnalySIS ‘% Data Data ; Health Y
e Archive data
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Migration

e Job level

* Process level

e From a compute node to a node

* From a processor to a processor
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RAS Framework Engine Prototype

Uses:
* Torgue Data
. Analysis
e Ganglia (gmond)
° SyS|Og_ng ;%é P ac ﬂppfica#am
° MySQL Doatob e I ;EMEJ:IEICI;‘; Allocation -
Jabfgzs:;urce | Tarque APPHEMW %

COHSISt Of daemons: Sensarila : Application Process i
. T I 5 -‘_E_Dara + Ganglia@yslog-NG (-l PP E

Orquemysq & ’ Eemsmrfﬁ.aa [ Gandia/Syslog NG *App.ficaﬁan Pracess g
e Gangliamysqld 3 Data Health &

5 Serrarilo [ Ganglia/Syslog NG *ﬂppfz'caﬁmz Process

e Syslogmysqld §<_Lﬂara ysloe THealth |
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5 tables
MySQL

ras Database

No relations between tables

Data types:

— Int
— Varchar
— text

Antonina Litvinova
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ganglia

nodesstate

nodeshistory

syslog
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Torque/MySQL scripts

* Prologue script
e Epilogue script

e SQL statements

. |:>

Runtime
\ Environment ||

prologue.sh %ep ilogue.sh
ue
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Ganglia/MySQL Daemon

e Exports in XML
e XSLTproc .xsl .xml -> .sql

(@ )

XML — | gmond |————gangliamysqld

/ ganglia
nodesstate

E—

nodeshistory
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Syslog-ng/MySQL daemon

e Gets messages

e SQL statements

log-file

__—

| syslog-ng

syslogmysqld

seNIVERSITY of

TENNESSEE

OAK
FRIDGE 21

e



g University of
Reading

RAS Framework Engine Prototype
Integration on a system

syslogmysqld

torquemysql

migrationd

gangliamysqld

Head node

Torgque

Syslog-ng

gmond

I

Funtime
environmetn

gmond

Runtinme
gnvironment

gmond
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Results

e Tested on a 48 node Linux cluster at ORNL
e Data stored from Ganglia, Torque, Syslog-ng

Limitations

e Database scalability
e Archiving data

e Time issues

* Gmond scalability
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Future work: Migration Daemon
 Makes predictions

* Trigger migration

gangliamysqld

prologue.sh migrationd
epilogue.sh /

syslogmysqld deteriorating spare node
node g
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Paper

e A Proactive Fault Tolerance Framework for
High Performance Computing

28th IASTED International Conference on
Parallel and Distributed Computing and
Networks (PDCN), Innsbruck, Austria,

February 16-18, 2010.
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Summary and Questions

HPC systems, failures, Fault Tolerance

The RAS Framework for HPC systems

The RAS Framework Engine Prototype

Results: data stored, has some limitations

Future work: predictions
Questions?
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