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¢ High-performance computing (IHPC)
= Rooted in parallel and distributed computing

e [oday's HPC systems are mostly parallel
architectures with some distributed features

¢ Scientific HPC and computational science

o Combining domain-specific science,
computational methods, parallel algoerithms,
and collaboration tools to solve problems Iin

Climate dynamics
Nuclear astrophysics
Fusion energy



Vieuvation

Installed System Processors MTBFEF Measured Source
2000 ASCI White 8,192  40.0h 2002
2001 PSC Lemieux 3,016 9.7h 2004
2002 Seaborg 6,656 351.0h 2007

2002 ASCI Q 8,192 6.5h 2002
2003 Google 15,000 1.2h 2004
2006 Blue Gene/L 131,072 147.8h 2006

¢ HPC system reliability and availability 1s deceasing rapidly.

e More frequent failures and less efficient recovery due to higher
component count (e.g., processors, memory moedules, ...)

o More frequent failures due to higher soft error vulnerability:
(e.g., double-bit errors in ECC memory)

+ High availability as well as high performance Is
needed for next-generation HPC systems



@b|ECHVES

¢ Provide high availability selutiens for HPC
head and service nodes

e They are the command and coentrol backlbone
(and “Achilles heel™) of a HPC system

+ Combine and extend prier high availability,
research efforts for:

e HPC head and service nodes
e Distributed systems

¢ Focus on state-machine replication
solutions based on virtual synchrony.



VIethedeIea)y,

¢+ Review related previous work
¢ Define a highi availability: taxenoemy.

¢ Examine HPC system architectures and
their availability deficiencies

¢ Investigate high availability methoeds for
HPC head and service nodes

¢ Develop prototype soelutions for HPC head
and service node high availability:



Previous oK

¢+ HPC head/service nede high availanility,
e Basic mechanisms only (shared 1+1 and 2+1)
e No symmetric active/active replication

¢+ HPC compute node high availability

e Relies on head/service node highr availability
(Checkpoint/restart, message logging, ABET,...)

¢ Distributed systems high availability,

= Basic or high-overhead advanced mechanisms
(state-machine replication, Byzantine)

¢ I'T and telecommunication Industry.

e Basic or high-overhead advanced mechanisms
(shared 1+1, N+1, and N+m; 1+1, DMR)
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ViedemrSenice=1tevelNsign
Availlapiiityhaxenemy.

No redundancy. — Manual masking
Hardware redundancy — Active/cold standby
Hardware and software redundancy/:

= Active/warm standby — Replication in intervals,
1+m service nodes
= Active/hot standby — Replication on change,

1+m service nodes

e Asymmetric active/active — High availability clustering,
n+m service nodes

e Symmetric active/active — State-machine replication,
N service nodes

Resolving the ambiguity of active/active
Omitting active and passive replication terms
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Avallanity Delicienciesiniviederm
HPC System Architeciures

Single point of failure
e [nterrupts the entire system Iin case of a failure
e Degraded system after reconfiguration
= Some (partition) service nodes
= Most (partition) compute nodes
Single point of failure and control
= [noperable system until repair
e Head node and most (partition) service nodes
e Some (partition) compute nodes
Non-critical system service
e Single point of failure
o User/software management, development envirenment
Critical system service
e Single point of failure and control
e Job & resource management, communication, file system, ...



Unified Definition o SeEVice-1teve!
HighrAvaiaeiiy Vietheds

Method MTTR,ccovery Latency Overhead
Warm-Standby I+ T;+17,+T. 0

Hot-Standby T,+T;+1T, 214 5, O(logy(n)), or worse
Asymmetric with Warm-Standby T, + 7y + T, + 1. 0

Asymmetric with Hot-Standby 1), + 7} + 1, 214 ., O(logz(n)), or worse
Symmetric T,+ T+ 1T, 214 5, O(logz(n)), or worse

T,, time between failure occurrence and detection
T%, time between fallure detection and fail-over
T,, time to recover from checkpoint to previous state
T,, time to reconfigure client connections
l4p and 14, communication latency between A and B, and A and «

Communicating process model for high availability: metheds

Comparison/ranking of mean-time to recovery (MTTR ..oery)
1. Hot/standby, asym. active/active with hot/standby, sym. active/active
2. Warm/standby, asym. active/active with warm/standby.
Comparison/ranking of failure-free message latency overhead
1. Warm/standby, asym. active/active with warm/standby.
2. Hot/standby, asym. active/active with hot/standby, sym. active/active

Query load balancing in sym. active/active improves performance



Extermal Symmetficr/ACUVEACGHVE
ReplicatieRIEeLoWPE

¢+ Solution for the HPC job
and resource manager

+ Interceptors offer
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Implemented by Kai Uhlemann, MSc student, The University of Reading



Extermal Symmetficr/ACUVEACGHVE
ReplicatieRIEeLoWPE

¢+ Solution for the HPC job
and resource manager

+ Interceptors offer
single virtual
service to clients | —1 - |

+ Implementation based on
Transis and TORQUE
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Implemented by Kai Uhlemann, MSc student, The University of Reading



Extermal Symmetficr/ACUVEACGHVE
ReplicatieRIEeLoWPE

Solution for the HPC job
and resource manager

Interceptors offer
single virtual
service to clients

Implementation based on
Transis and TORQUE

Decent performance
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Implemented by Kai Uhlemann, MSc student, The University of Reading



+ Significantly improves

Extermal Symmetficr/ACUVEACGHVE
ReplicatieRIEeLoWPE

Solution for the HPC job
and resource manager

Interceptors offer
SINGIEVILUE] R T A
service to clients

Implementation based on
Transis and TORQUE

Decent performance

service availability

e 1 node: 99.3%

e 2 nodes: 99.995%

e 3 nodes: 99.99996%

Number of Active Head Nodes

Implemented by Kai Uhlemann, MSc student, The University of Reading



Internall Symmethic ACHVE/ACHVE
ReplicatoRIEeLoWPE

¢ Solution for the PVES
metadata service

¢ Adaptors offer
single virtual Output
service to clients Unification

TR
Virtually ‘;
Synchr.
Processing
Input
Replication

Implemented by Li Ou, PhD student, Tennessee Tech University



Internall Symmethic ACHVE/ACHVE
ReplicatoRIEeLoWPE

¢ Solution for the PVES
metadata service

¢+ Adaptors offier
single virtual

service to clients — Seree ot [ Watonao

+ Implementation based on | _
- - J s an - Input Message - Requesl iessage ,
improved Transis and PVES b

3. Total Ordering of
Request Messages

Service Node B

Implemented by Li Ou, PhD student, Tennessee Tech University



Internall Symmethic ACHVE/ACHVE
ReplicatoRIEeLoWPE

Solution for the PVES
metadata service

Adaptors offer
SINGIEVILUE] R e T
service to clients

Implementation based on
Improved Transis and PVES

Same high availability as
external prototype
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Internall Symmethic ACHVE/ACHVE
ReplicatoRIEeLoWPE

Solution for the PVES
metadata service

Adaptors offer
——1 PVFS MDS =1 Symmetric Active/Active PVFS MDS

SN g | e virtu al o 2 Symmetric Active/Active PVFS MDS — 4 Symmetric Active/Active PVFS MDS

service to clients

Implementation based on
Improved Transis and PVES

Same high availability as
external prototype

Improved performance
e 2-26ms latency overhead
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Internall Symmethic ACHVE/ACHVE
ReplicatoRIEeLoWPE

Solution for the PVES
metadata service

Adaptors offer
——1 PVFS MDS —=— 1 Symmetric Active/Active PVFS MDS

SN g I e virtu al —o— 2 Symmetric Active/Active PVFS MDS — 4 Symmetric Active/Active PVFS MDS

service to clients oo

Implementation based on
Improved Transis and PVES

Same high availability as
external prototype
Improved performance - 4 5

N 2_26ms Iatency Overhead Number of Metadata Clients

e Up to 380% read (query)
throughput improvement
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Iransparent Symmetric /ACHVe,
Active Keplication Fraimewoik

¢ Transparent replication
framework that improves
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Iransparent Symmetric /ACHVe,
Active Keplication Fraimewoik

¢ Transparent replication
framework that improves

e Reuse of code

— Ease Of use Service Node A : : Service Node B ' : Service Node C
¢ Additional client-side (SanicosdsT

= [nterceptors >

o Adaptors
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Iransparent Symmetric /ACHVe,
AclivVe IKeplicatieRI ERIMEWONHK

Transparent replication
framework that improves

e Reuse of code

e Ease of use
Additional client-side

= |nterceptors

o Adaptors

Performance hit for client-
side interceptors

—— Without Interceptors —=— With Service Interceptor With Both Interceptors
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Iransparent Symmetric /ACHVe,
AclivVe IKeplicatieRI ERIMEWONHK

Transparent replication
framework that improves

e Reuse of code

e Ease of use
Additional client-side

= |nterceptors

o Adaptors

Performance hit for client-
side interceptors

High-level abstraction for
e Client/service scenarios
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Result of failed attempt to provide symmetric active/active high availability for the
Lustre metadata service by Matthias Weber, MSe student, University ofi Reading



Iransparent Symmetric /ACHVe,
AclivVe IKeplicatieRI ERIMEWONHK

Transparent replication
framework that improves

e Reuse of code
e Ease of use

MDS || MDS | | oss || oss

-y - . N of NodeW | | NodeX | | Node1Y | | Node1Z
Additional client-side B EQ ©FE OfF

= |nterceptors

o Adaptors
Performance hit for client-
side interceptors/adaptors ©6 ©6 ©5
High-level abstraction for e N2 tows

= Client/service scenarios

e Dependent services

Result of failed attempt to provide symmetric active/active high availability for the
Lustre metadata service by Matthias Weber, MSe student, University ofi Reading



Iransparent Symmetric /ACHVe,
AclivVe IKeplicatieRI ERIMEWONHK

Transparent replication
framework that improves

e Reuse of code

= Ease of use ééﬁ:@iﬁ!’é?ﬁ?ﬁiﬁé‘fi e coavisa il
Additional client-side R

= |nterceptors

o Adaptors

Performance hit for client-
side interceptors/adaptors
High-level abstraction for T P;M;ombm

= Client/service scenarios

e Dependent services

e Serial VCL performance hit
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Result of failed attempt to provide symmetric active/active high availability for the
Lustre metadata service by Matthias Weber, MSe student, University ofi Reading



ContrputicRISUmmaR

. Modern service-level high availability taxenemy: that
removes ambiguities and includes, state-machine replication

. Identification ofi availability deficiencies in modern HPC
systems that clarifies nede and service fallure impact

. Unified definition ofi service-level high availability: metheds
that allows for availability and perfermance comparison

. External symmetric active/active replication prototype for a
HPC job and resource manager with 99.999%, availability

. Internal symmetric active/active replication prototype for a
HPC file system metadata service with highs perfermance

. Symmetric active/active replication framework prototypes
with completely transparent client/service interfaces



Euttre VoK

Development of a production-type symmetric
active/active replication firamework

Development of production-type high availability
support for HPC system services

Extending the framework to support actives
standby and asymmetric active/active

Extending the concepts and prototypes to other
service-oriented or -dependent architectures

Extending the concepts and prototypes for
modular redundancy for HPC compute nodes



PUBlIcCationNS

¢ 2 Journal papers
- JCP, OSR
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+ 6 conference papers
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¢ / WOrkshop papers
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e 2 Reading MSc theses, TTU PhD thesis
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