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Preface

I originally came to Oak Ridge National Laboratory (ORNL), USA, in 2000 to perform

research and development for my Master of Science (MSc) thesis in Computer Science

at the University of Reading, UK. The thesis subject “Distributed Peer-to-Peer Control

for Harness” focused on providing high availability in a distributed system using process

group communication semantics. After I graduated, I returned to ORNL in 2001 and

continued working on several aspects of high availability in distributed systems, such as

the Harness Distributed Virtual Machine (DVM) environment.

In 2004, I transitioned to a more permanent staff member position within ORNL, which

motivated me to engage in further extending my academic background. Fortunately, my

former university offered a part-time Doctor of Philosophy (PhD) degree program for

working-away students. After reconnecting with my former MSc thesis advisor, Prof.

Vassil N. Alexandrov, I formally started studying remotely at the University of Reading,

while performing my research for this PhD thesis at ORNL.

As part of this partnership between ORNL and the University of Reading, I not only

regularly visited the University of Reading, but I also got involved in co-advising MSc

students performing their thesis research and development at ORNL. As an institutional

co-advisor, I placed various development efforts, some of which are part of this PhD

thesis research, in the hands of several very capable students. I also was able to get

a PhD student from Tennessee Technological University, USA, to commit some of his

capabilities to a development effort. Their contributions are appropriately acknowledged

in the respective prototype sections of this thesis.

The research presented in this PhD thesis was primarily motivated by a continued

interest in extending my prior MSc thesis work to providing high availability in high-

performance computing (HPC) environments. While this work focuses on HPC system

head and service nodes and the state-machine replication approach, some of my other re-

search that was conducted in parallel and is not mentioned in this thesis targets advanced

fault tolerance solutions for HPC system compute nodes.

It is my believe that this thesis is a significant step in understanding high availability

aspects in the context of HPC environments and in providing practical state-machine

replication solutions for service high availability.
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Abstract

In order to address anticipated high failure rates, reliability, availability and serviceability

have become an urgent priority for next-generation high-performance computing (HPC)

systems. This thesis aims to pave the way for highly available HPC systems by focusing on

their most critical components and by reinforcing them with appropriate high availability

solutions. Service components, such as head and service nodes, are the “Achilles heel” of

a HPC system. A failure typically results in a complete system-wide outage. This thesis

targets efficient software state replication mechanisms for service component redundancy

to achieve high availability as well as high performance.

Its methodology relies on defining a modern theoretical foundation for providing service-

level high availability, identifying availability deficiencies of HPC systems, and compar-

ing various service-level high availability methods. This thesis showcases several devel-

oped proof-of-concept prototypes providing high availability for services running on HPC

head and service nodes using the symmetric active/active replication method, i.e., state-

machine replication, to complement prior work in this area using active/standby and

asymmetric active/active configurations.

Presented contributions include a generic taxonomy for service high availability, an

insight into availability deficiencies of HPC systems, and a unified definition of service-level

high availability methods. Further contributions encompass a fully functional symmetric

active/active high availability prototype for a HPC job and resource management service

that does not require modification of service, a fully functional symmetric active/active

high availability prototype for a HPC parallel file system metadata service that offers high

performance, and two preliminary prototypes for a transparent symmetric active/active

replication software framework for client-service and dependent service scenarios that hide

the replication infrastructure from clients and services.

Assuming a mean-time to failure of 5,000 hours for a head or service node, all presented

prototypes improve service availability from 99.285% to 99.995% in a two-node system,

and to 99.99996% with three nodes.
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1 Introduction

During the last decade, scientific high-performance computing (HPC) has become an im-

portant tool for scientists world-wide to understand problems, such as in climate dynam-

ics, nuclear astrophysics, fusion energy, nanotechnology, and human genomics. Computer

simulations of real-world and theoretical experiments exploiting multi-processor paral-

lelism on a large scale using mathematical models have provided us with the advantage to

gain scientific knowledge without the immediate need or capability of performing physi-

cal experiments. Furthermore, HPC has played a significant role in scientific engineering

applications, where computer simulations have aided the design and testing of electronic

components, machinery, cars, air planes, and buildings.

Every year, new larger-scale HPC systems emerge on the market with better raw per-

formance capabilities. Over the last decade, the performance increase of the world-wide

fastest HPC systems was not only aided by advances in network and processor design and

manufacturing, but also by employing more and more processors within a single closely-

coupled HPC system. The Top 500 List of Supercomputer Sites clearly documents this

trend toward massively parallel computing systems (Figure 1.1) [1].

(a) November 1997 (b) November 2007

Figure 1.1: Growth of HPC system scale in the Top 500 List of Supercomputer Sites
during the last decade (in number of processors/systems) [1]

This growth in system scale poses a substantial challenge for system software and scien-

tific applications with respect to reliability, availability and serviceability (RAS). Although

the mean-time to failure (MTTF) for each individual HPC system component, e.g., pro-

cessor, memory module, and network interface, may be above typical consumer product

1



1 Introduction

standard, the combined probability of failure for the overall system scales proportionally

with the number of interdependent components. Recent empirical studies [2, 3] confirm

that the enormous quantity of components results in a much lower MTTF for the over-

all system, causing more frequent system-wide interruptions than displayed by previous,

smaller-scale HPC systems.

As a result, HPC centres may artificially set allowable job run time for their HPC sys-

tems to very low numbers in order to require a scientific application to store intermediate

results, essentially a forced checkpoint, as insurance against lost computation time on

long running jobs. However, this forced checkpoint itself wastes valuable computation

time and resources as it does not produce scientific results.

In contrast to the loss of HPC system availability caused by low MTTF and resulting

frequent failure-recovery cycles, the demand for continuous HPC system availability has

risen dramatically with the recent trend toward capability computing, which drives the

race for scientific discovery by running applications on the fastest machines available while

desiring significant amounts of time (weeks and months) without interruption. These

extreme-scale HPC machines must be able to run in the event of frequent failures in such

a manner that the capability is not severely degraded.

Both, the telecommunication and the general information technology (IT) communities,

have dealt with these issues for their particular solutions and have been able to provide

high-level RAS using traditional high availability concepts, such as active/standby, for

some time now. It is time for the HPC community to follow the IT and telecommunication

industry lead and provide high-level RAS for extreme-scale HPC systems.

This thesis aims to pave the way for highly available extreme-scale HPC systems by

focusing on their most critical system components and by reinforcing them with appro-

priate high availability solutions. Service components, such as head and service nodes,

are the “Achilles heel” of a HPC system. A failure typically results in a complete system-

wide outage until repair. This research effort targets efficient software state replication

mechanisms for providing redundancy of such service components in extreme-scale HPC

systems to achieve high availability as well as high performance.

The next Sections 1.1-1.5 provide a more detailed description of the overall research

background, motivation, objectives, methodology, and contribution, followed by a short

description of the overall structure of this thesis in Section 1.6. Section 1.7 gives a brief

summary of this Chapter.
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1 Introduction

1.1 Background

Scientific high-performance computing has its historical roots in parallel and distributed

computing, which is based on the general idea of solving a problem faster using more than

one processor [4]. While distributed computing [5] takes a decentralised approach, parallel

computing [6] uses the opposite centralised concept. Both are extremes in a spectrum of

concurrent computing with everything in-between. For example, a distributed computer

system may be loosely coupled, but it is parallel.

Parallel and distributed computing on a large scale is commonly referred to as high-

performance computing or supercomputing. Today‘s supercomputers are typically parallel

architectures that have some distributed features. They scale from a few hundred pro-

cessors to more than a hundred thousand. The elite of supercomputing systems, i.e.,

the fastest systems in the world that appear in the upper ranks of the Top 500 List of

Supercomputer Sites [1], are typically referred to as high-end computing (HEC) systems,

or extreme-scale HEC systems due to the number of processors they employ.

Scientific computing [7] is the field of study concerned with constructing mathematical

models and numerical solution techniques, and using computers to analyse and solve scien-

tific and engineering problems. Computational science combines domain-specific science,

computational methods, parallel algorithms, and collaboration tools to solve problems

in various scientific disciplines, such as in climate dynamics, nuclear astrophysics, fusion

energy, nanotechnology, and human genomics. Extreme-scale scientific high-end comput-

ing exploits multi-processor parallelism on a large scale for scientific discovery using the

fastest machines available for days, weeks, or even months at a time.

For example, the Community Climate System Model (CCSM) [8] is a fully-coupled,

global climate model that provides state-of-the-art computer simulations of the Earth‘s

past, present, and future climate states. The results of climate change scenarios simulated

with the CCSM are included in reports to the Intergovernmental Panel on Climate Change

(IPCC), which has been established by the World Meteorological Organisation (WMO)

and United Nations Environment Programme (UNEP) to assess scientific, technical and

socio-economic information relevant for the understanding of climate change, its potential

impacts and options for adaptation and mitigation. The IPCC has been awarded the

2007 Nobel Peace Prize, together with former U.S. Vice President Al Gore, for creating

“an ever-broader informed consensus about the connection between human activities and

global warming” [9–11].

Another example is the Terascale Supernova Initiative (TSI) [12], a multidisciplinary

collaborative project that aims to develop models for core collapse supernovae and en-

abling technologies in radiation transport, radiation hydrodynamics, nuclear structure,
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linear systems and eigenvalue solution, and collaborative visualisation. Recent break-

through accomplishments include a series of 3-dimensional hydrodynamic simulations that

show the extent of a supernova shock and the birth of a neutron star.

Both scientific applications, the CCSM and the TSI, have been allocated millions of

hours of processor time on the Jaguar Cray XT system [13] at the National Center for

Computational Sciences [14] located at Oak Ridge National Laboratory in Oak Ridge,

Tennessee, USA. Since this system is equipped with 11,508 dual-core AMD Opteron pro-

cessors, an application run over the full system would take several weeks. For the year

2007 alone, the CCSM has been allocated 4,000,000 hours of processor time equivalent

to 2 weeks and 6 hours of uninterrupted full system usage, and the TSI been allocated

7,000,000 hours of processor time, i.e., 3 weeks, 4 days, and 9 hours.

1.2 Motivation

Recent trends in HPC system design and architecture (see Top 500 List of Supercom-

puter Sites [1], and Figure 1.1 shown previously) have clearly indicated future increases

in performance, in excess of those resulting from improvements in single-processor per-

formance, will be achieved through corresponding increases in system scale, i.e., using

a significantly larger component count. As the raw computational performance of the

world’s fastest HPC systems increases to next-generation extreme-scale capability and

beyond, their number of computational, networking, and storage components will grow

from today‘s 10,000 to several 100,000 through tomorrow‘s 1,000,000 and beyond.

With only very few exceptions, the availability of recently installed systems (Table 1.1)

has been lower in comparison to the same deployment phase of their predecessors. In some

cases the overall system mean-time between failures (MTBF) is as low as 6.5 hours. Based

on personal communication with various HPC centre personnel and publicly available

statistics [15–19], the overall system availability of currently operational HPC systems is

roughly above 96% and below 99%.

Installed System Processors MTBF Measured Source
2000 ASCI White 8,192 40.0h 2002 [15]
2001 PSC Lemieux 3,016 9.7h 2004 [16]
2002 Seaborg 6,656 351.0h 2007 [17]
2002 ASCI Q 8,192 6.5h 2002 [18]
2003 Google 15,000 1.2h 2004 [16]
2006 Blue Gene/L 131,072 147.8h 2006 [19]

Table 1.1: Publicly available past and current HPC system availability statistics
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However, these availability statistics are not comparable due to missing strict speci-

fications for measuring availability metrics for HPC systems. For example, most HPC

centres measure the MTBF without including the application recovery time in contrast

to the more strict definition for MTBF as the actual time spent on useful computation

between full system recovery and the next failure. The same HPC system with and with-

out high-bandwith networked file system support would achieve the same MTBF, since

parallel application restart time, i.e., the time it takes to load the last checkpoint from

the file system to all compute nodes, is not included. Additionally, the time spent on

fault tolerance measures, such as writing a checkpoint from all compute nodes to the file

system, is typically not included as planned downtime either.

In order to provide accurate and comparable availability statistics, a RAS taxonomy

standard for HPC systems is needed that incorporates HPC system hardware and software

architectures as well as user-, centre-, and application-specific use cases.

A recent study [20] performed at Los Alamos National Laboratory estimates the MTBF

for a next-generation extreme-scale HPC system. Extrapolating from current HPC system

performance, scale, and overall system MTTF, this study suggests that the MTBF will fall

to only 1.25 hours of useful computation on a 1 PFlop/s (1015 floating point operations per

second) next-generation supercomputer. Another related study from Los Alamos National

Laboratory [21] shows that a Cray XD1 system [22] with the same number of processors

as the Advanced Simulation and Computing Initiative (ASCI) Q system [23], with almost

18,000 field-programmable gate arrays (FPGAs) and 16,500 GB of error-correcting code

(ECC) protected memory, would experience one non-recoverable radiation-induced soft

error (double-bit memory or single-bit logic error) once every 1.5 hours, if located at Los

Alamos, New Mexico, USA, i.e., at 7,200 feet altitude.

The first Los Alamos National Laboratory study [20] also estimates the overhead of

the current state-of-the-art fault tolerance strategy, checkpoint/restart, for a 1 PFlop/s

system, showing that a computational job that could normally complete in 100 hours

in a failure-free environment will actually take 251 hours to complete, once the cost of

checkpointing and failure recovery is included. What this analysis implies is startling:

more than 60% of the processing power (and investment) on these extreme-scale HPC

systems may be lost due to the overhead of dealing with reliability issues, unless something

happens to drastically change the current course.

In order to provide high availability as well as high performance to future-generation

extreme-scale HPC systems, research and development in advanced high availability and

fault tolerance technologies for HPC is needed.
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1.3 Objectives

There are two major aspects in providing high availability for HPC systems. The first

considers head and service nodes. A HPC system is typically controlled using a single head

node, which stores state informnation about the entire system, provides important system-

wide services, and acts as a gateway between the compute nodes inside the system and

the outside world. Service nodes typically offload specific head node services to provide

for better scalability and performance. The second aspect involves compute nodes, which

perform the actual scientific computation. While there is only one head node in a HPC

system, there may be hundreds of service nodes, and many more compute nodes. For

example, the Jaguar Cray XT system [13] has 11,706 nodes: one head node, 197 service

nodes, and 11,508 compute nodes.

Each of these two aspects in providing high availability for HPC systems requires a

separate approach as the purpose and scale of head and service nodes are significantly

different to the purpose and scale of compute nodes. Solutions that may be applicable to

head and service nodes, such as node redundancy, may not suitable for compute nodes

due to their resource requirement and performance impact at scale.

This thesis focuses on the aspect of providing high availability for HPC system head

and service nodes, as these components are the “Achilles heel” of a HPC system. They are

the command and control backbone. A failure typically results in a complete system-wide

outage until repair. Moreover, high availability solutions for compute nodes rely on the

functionality of these nodes for fault-tolerant communication and reconfiguration.

When this research work started in 2004, there were only a small number of high avail-

ability solutions for HPC system head and service nodes (Section 2.1). Most of them

focused on an active/standby node redundancy strategy with some or full service state

replication. Other previous research in providing high availability in distributed systems

using state-machine replication, virtual synchrony, and process group communication sys-

tems has been performed in the early-to-mid 1990s (Section 2.3).

This work aims to combine the research efforts in high availability for distributed sys-

tems and in high availability for HPC system head and service nodes, and to extend them

to provide the highest level of availability for HPC system head and service nodes. This

thesis research targets efficient software state replication mechanisms for the redundancy

of services running on HPC head and service nodes to achieve high availability as well

as high performance. Moreover, it is its intend to offer a theoretical foundation for head

and service node high availability in HPC as part of the greater effort in defining a HPC

RAS taxonomy standard. This work further aims at offering practical proof-of-concept

prototype solutions of highly available HPC head and service nodes. This thesis:
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• examines past and ongoing efforts in providing high availability for head, service,

and compute nodes in HPC systems, for distributed systems, and for services in the

IT and telecommunication industry

• provides a high availability taxonomy suitable for HPC head and service nodes

• generalises HPC system architectures and identifies specific availability deficiencies

• defines the methods for providing high availability for HPC head and service nodes

• designs, implements, and tests the following proof-of-concept prototypes for provid-

ing high availability for HPC head and service nodes:

– a fully functional proof-of-concept prototype using external symmetric active/

active replication for the HPC job and resource management service

– a fully functional proof-of-concept prototype using internal symmetric active/

active replication for the HPC parallel file system metadata service

– a preliminary proof-of-concept prototype using external and internal trans-

parent symmetric active/active replication for a service-level high availability

software framework

– a preliminary proof-of-concept prototype using external and internal trans-

parent symmetric active/active replication for a service-level high availability

software framework with support for dependent services

1.4 Methodology

This research combines previous efforts in service-level high availability (Chapter 2) by

providing a generic high availability taxonomy and extending it to the needs of high

availability and high performance within HPC environments (Section 3.1). This thesis

introduces new terms, such as asymmetric active/active and symmetric active/active, to

resolve existing ambiguities of existing terms, such as active/active. It also clearly defines

the various configurations for achieving high availability of service, such as active/standby,

asymmetric active/active and symmetric active/active.

This thesis further examines current HPC system architectures in detail (Section 3.2).

A more generalised HPC system architecture abstraction is introduced to allow the iden-

tification of architectural availability deficiencies. HPC system services are categorised

into critical and non-critical to describe their impact on overall system availability. HPC

system nodes are categorised into single points of failure and single points of control to
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pinpoint their involvement in system failures, to describe their impact on overall system

availability, and to identify their individual need for a high availability solution.

Based on the introduced extended high availability taxonomy, this thesis defines vari-

ous methods for providing service-level high availability (Section 3.3) for identified HPC

system head and service nodes using a conceptual service model and detailed descriptions

of service-level high availability methods and their properties. A theoretical comparison

of these methods with regards to their performance overhead and provided availability is

offered, and similarities and differences in their programming interfaces are examined.

This thesis further details a series of developed proof-of-concept prototypes (Chapter 4)

for providing high availability for HPC head and service nodes using the symmetric ac-

tive/active replication method, i.e., state-machine replication, to complement prior work

in this area using active/standby and asymmetric active/active configurations. In addi-

tion to specific objectives and intermediate conclusions, various architecture, design and

performance aspects are discussed for each prototype implementation.

The developed proof-of-concept prototypes centre around a multi-layered symmetric ac-

tive/active high availability framework concept that coordinates individual solutions with

regards to their respective field, and offers a modular approach that allows for adaptation

to system properties and application needs.

The first proof-of-concept prototype (Section 4.2) provides symmetric active/active high

availability for the most important HPC system service running on the head node, the

job and resource management service, also commonly referred to as batch job scheduler

or simply the scheduler. This fully functional prototype relies on the concept of external

symmetric active/active replication, which avoids modification of existing code of a com-

plex service, such as the HPC job and resource management service, by wrapping a it

into a virtually synchronous environment. This proof-of-concept prototype also involves

a distributed mutual exclusion mechanism that is needed to unify replicated output.

The second proof-of-concept prototype (Section 4.3) offers symmetric active/active high

availability for one of the second most important HPC system services running on the

head node of small-scale HPC systems and on a dedicated service node in large-scale

HPC systems, the latency-sensitive metadata service of the parallel file system. This fully

functional prototype relies on the concept of internal symmetric active/active replication,

which requires modification of the service and therefore may yield better performance.

The third proof-of-concept prototype (Section 4.4) is a transparent symmetric ac-

tive/active replication software framework for service-level high availability in client-

service scenarios. This preliminary proof-of-concept prototype completely hides the repli-

cation infrastructure within a virtual communication layer formed by interceptor processes

in case of external replication or adaptor components in case of internal replication.
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The fourth proof-of-concept prototype (Section 4.5) is a transparent symmetric ac-

tive/active replication software framework for service-level high availability in client-

service as well as dependent service scenarios. By using a high-level abstraction, this pre-

liminary proof-of-concept prototype, in addition to normal dependencies between clients

and services, maps decompositions of service-to-service dependencies into respective or-

thogonal dependencies between clients and services onto a replication infrastructure con-

sisting of multiple virtual communication layers.

1.5 Contribution

This thesis research yields several major contributions to the field of service-level high

availability in general and to high-level HPC system RAS in specific:

1. This thesis offers a modern theoretical foundation for providing service-level high

availability that includes traditional redundancy strategies, such as various ac-

tive/standby configurations, as well as advanced redundancy strategies based on

state-machine replication. Existing ambiguities of terms are resolved and the con-

cept of state-machine replication using virtual synchrony is integrated.

2. This work provides an insight into specific availability deficiencies of HPC system

hardware and software architectures with respect to critical system services, single

points of failures, and single points of control. It also clearly identifies two different

failure modes of HPC systems: (1) system-wide outage until repair, and (2) partial

system outage in degraded operating mode.

3. This research gives a unified definition of various service-level high availability meth-

ods using a conceptual service model. Individual replication algorithms are de-

scribed in detail, and their performance and provided availability are analysed. The

comparison of traditional and advanced redundancy strategies clearly shows the

trade-off between performance impact and achieved availability.

4. The developed fully-functional proof-of-concept prototype for providing symmetric

active/active high availability for the job and resource management service is the

first of its kind in high-level HPC system RAS. The concept of external replication is

a new contribution to the field of service-level high availability, which allows service

state replication without modifying the service itself. With a node MTTF of 5,000

hours, this solution improves service availability from 99.285% to 99.994% in a two-

node system, and to 99.99996% with three nodes. As a great proof-of-concept value,
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this prototype demonstrates a distributed mutual exclusion using a process group

communication system.

5. The implemented fully-functional proof-of-concept solution for providing symmetric

active/active high availability for the metadata service of the parallel file system

is the second of its kind in high-level HPC system RAS. The concept of internal

replication is a new contribution to the field of service-level high availability, which

permits tight integration of service state replication mechanisms with the service for

better performance. As a great proof-of-concept value, this prototype demonstrates

high performance of a state-machine replication solution.

6. The developed preliminary proof-of-concept prototypes for a transparent symmet-

ric active/active replication software framework for client-service and dependent

service scenarios are significant contributions to the field of service-level high avail-

ability. Both prototypes demonstrate for the first time that a state-machine repli-

cation infrastructure that can be deployed transparently (external replication) or

semi-transparently (internal replication), completely or partially invisible to clients

and services. Moreover, the replication infrastructure is able to deal with service

interdependencies by decomposing service-to-service dependencies into respective

orthogonal client-service dependencies.

1.6 Structure

This thesis is structured as follows. While this Chapter 1 contains a more detailed de-

scription of the overall research background, motivation, objectives, methodology, and

contribution, the following Chapter 2 evaluates previous work within this context. Chap-

ter 3 lays the theoretical ground work by defining a modern service-level high availability

taxonomy, describing existing availability deficiencies in HPC system architectures using

a generalised model, and detailing methods for providing high availability to services run-

ning on HPC system head and service nodes. Chapter 4 presents designs and test results of

various developed proof-of-concept prototypes for providing symmetric active/active high

availability to services on head and service nodes. While each of these chapters finishes

with an individual summary, Chapter 5 concludes this thesis with an overall summary

and evaluation of the presented research, and a discussion of future directions.
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1.7 Summary

This Chapter provided a more detailed description of the overall thesis research back-

ground, motivation, objectives, methodology, and contribution. The research background

of scientific HPC and its significance to other science areas, such as climate dynamics,

nuclear astrophysics, and fusion energy, has been explained. The trend toward larger-

scale HPC systems beyond 100,000 computational, networking, and storage components

and the resulting lower overall system MTTF has been detailed. The main objective of

this thesis, efficient software state replication mechanisms for the redundancy of services

running on HPC head and service nodes, has been stated and motivated by the fact that

such service components are the “Achilles heel” of a HPC system.

The methodology of this thesis has been outlined with respect to theoretical ground

work and prototype development. The described theoretical ground work included defin-

ing a modern theoretical foundation for service-level high availability, identifying avail-

ability deficiencies of HPC system architectures, and comparing various service-level high

availability methods. The outlined prototype development encompassed several proof-of-

concept solutions for providing high availability for services running on HPC head and

service nodes using symmetric active/active replication.

The major research contributions of this thesis have been summarised. The theo-

retical ground work contributed a generic taxonomy for service high availability, an in-

sight into availability deficiencies of HPC system architectures, and a unified definition

of service-level high availability methods. The prototype development contributed two

fully functional symmetric active/active high availability solutions, for a HPC job and

resource management service and for the HPC parallel file system metadata service, and

two preliminary prototypes for a transparent symmetric active/active replication software

framework, for client-service and for dependent service scenarios.
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Existing high availability solutions for HPC systems can be categorised into head and ser-

vice node redundancy strategies, and compute node fault tolerance mechanisms. Different

techniques are being used due to the difference in scale, i.e., the number of nodes involved,

and purpose, i.e., system services vs. parallel application. In the following, existing high

availability and fault tolerance solutions for HPC systems are briefly described and their

advantages and deficiencies are examined.

In addition, past research and development efforts in providing high availability in

distributed systems using state-machine replication, virtual synchrony, and process group

communication systems are illustrated and their applicability for HPC head and service

node redundancy solutions is evaluated.

Also, existing solutions and ongoing research and development efforts in providing high

availability for services in the IT and telecommunication industry are examined.

2.1 Head and Service Node Solutions

High availability solutions for head and service nodes of HPC systems are typically based

on service-level replication techniques. If a service running on a head or service node fails,

a redundant one running on another node takes over. This may imply a head/service

node fail-over, where the failed node is completely replaced by the standby node, i.e., the

standby node assumes the network address of the failed node.

Individual high availability solutions are usually tied directly to the services they pro-

vide high availability for. Each solution uses its own failure detection mechanism and

redundancy strategy. Individual mechanisms range from active/standby mechanisms to

high availability clustering techniques (Table 2.1).

2.1.1 Active/Standby using Shared Storage

The concept of using a shared storage device (Figure 2.1) for saving service state is a

common technique for providing service-level high availability, but it has its pitfalls. Ser-

vice state is saved on the shared storage device upon modification, while the standby
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SLURM 2 × × ×
Sun Grid Engine 2 × × ×
PVFS Metadata Service 2 × × × × ×
Lustre Metadata Service 2 × × × × ×
HA-OSCAR 2 × × ×
PBS Pro for Cray Platforms 2 × ×
Moab Workload Manager 2 × ×

×, Requirement or available feature

Table 2.1: Requirements and features comparison between head and service node high
availability solutions

Acive/Standby Head Nodes with Shared Storage

Compute Nodes

LAN

Figure 2.1: Active/standby HPC head nodes using shared storage
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service takes over in case of a failure of the active service. The standby service moni-

tors the health of the active service using a heartbeat mechanism [24–26] and initiates

the fail-over procedure. An extension of this technique uses a crosswise active/standby

redundancy strategy. In this case, both are active services and additional standby ser-

vices for each other. In both cases, the mean-time to recover (MTTR) depends on the

heartbeat interval, which may vary between a few seconds and several minutes.

While the shared storage device is typically an expensive redundant array of indepen-

dent drives (RAID) and therefore highly available, it remains a single point of failure and

control. Furthermore, file system corruption on the shared storage device due to failures

occurring during write operations are not masked unless a journaling file system is used

and an incomplete backup state is discarded, i.e., a commit protocol for saving backup

state is used. Correctness and quality of service are not guaranteed if no commit protocol

is used. The requirement for a journaling file system impacts the fail-over procedure by

adding a file system check, which in-turn extends the MTTR.

The shared storage device solution for providing service-level high availability has be-

come very popular with the heartbeat program [24–26], which includes failure detection

and automatic failover with optional Internet protocol (IP) address cloning feature. Re-

cent enhancements include support for file systems on a Distributed Replicated Block

Device (DRBD) [27–29], which is essentially a storage mirroring solution that eliminates

the single shared storage device and replicates backup state to local storage of standby

services. This measure is primarily a cost reduction, since an expensive RAID system is

no longer required. However, the requirement for a journaling file system and commit

protocol remain to guarantee correctness and quality of service, since the DRBD operates

at the block device level for storage devices and not at the file system level.

The following active/standby solutions using a shared storage device exist for head and

service nodes of HPC systems.

Simple Linux Utility for Resource Management

The Simple Linux Utility for Resource Management (SLURM) [30–32] is an open source

and highly scalable HPC job and resource management system. SLURM is a critical

system service running on the head node. It provides job and resource management for

many HPC systems, e.g., IBM Blue Gene [33, 34]. It offers high availability using an

active/standby redundancy strategy with a secondary head node and a shared storage

device.
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Sun Grid Engine

The Sun Grid Engine (SGE) [35] is a job and resource management solution for Grid,

cluster, and HPC environments. It provides scalable policy-based workload management

and dynamic provisioning of application workloads. SGE is the updated commercial

version of the open source Grid Engine project [36]. Its shadow master configuration [37]

offers high availability using an active/standby redundancy strategy with a secondary

head node and a shared storage device.

Parallel Virtual File System Metadata Service

The Parallel Virtual File System (PVFS) [38–40] is a file system for HPC that utilises

parallel input/output (I/O) in order to eliminate bottlenecks. One of the main compo-

nents of any parallel file system is the metadata service (MDS), which keeps records of all

stored files in form of a directory service. This MDS is a critical system service typically

located on head or service nodes. PVFS offers two high availability configurations for its

MDS involving a secondary node and a shared storage device, active/standby and cross-

wise active/standby. Both configurations are based on the earlier mentioned heartbeat

program [24–26].

Lustre Metadata Service

Similar to PVFS, Lustre [41–43] is a scalable cluster file system for HPC. It runs in

production on systems as small as 4 and as large as 15,000 compute nodes. Its MDS keeps

records of all stored files in form of a directory service. This MDS is a critical system

service typically located on head or service nodes. Lustre provides high availability for

its MDS using an active/standby configuration with a shared storage based on the earlier

mentioned heartbeat program [24–26].

2.1.2 Active/Standby Replication

Service-level active/standby high availability solutions for head and service nodes in HPC

systems (Figure 2.2) typically perform state change validation to maintain consistency

of backup state. The primary service copies its state to the standby service in regular

intervals or on any change using a validation mechanism in order to avoid corruption of

backup state when failing during the copy operation. The new backup state is validated

and the old one is deleted only when the entire state has been received by the standby.

Furthermore, active/standby solutions may use additional two-phase commit protocols to

ensure consistency between active and standby nodes. In this case, the primary service
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first announces its state change to the standby service, and then commits it after it

received an acknowledgement back. Once committed, the state at the standby service

is updated accordingly. Commit protocols provide active/standby with transparent fail-

over, i.e., no state is lost and only an interruption of service may be noticed.

The following active/standby replication solutions exist for head and service nodes of

HPC systems.

Acive/Standby Head Nodes

Compute Nodes

LAN

Figure 2.2: Active/standby HPC head nodes using replication

High Availability Open Source Cluster Application Resources

High Availability Open Source Cluster Application Resources (HA-OSCAR) [44–46] is a

high availability framework for the OpenPBS [47] batch job and system resource manage-

ment service on the head node. OpenPBS is the original version of the Portable Batch

System (PBS). It is a flexible batch queueing system developed for the National Aero-

nautics and Space Administration (NASA) in the early- to mid-1990s. The PBS service

interface has become a standard in batch job and system resource management for HPC.

OpenPBS offers batch job and system resource management for typical low- to mid-

end HPC systems. It is a critical system service running on the head node. HA-OSCAR

supports high availability for Open PBS using an active/standby redundancy strategy

involving a secondary head node. Service state is replicated to the the standby upon

modification, while the standby service takes over based on the current state. The standby

node monitors the health of the primary node using the heartbeat mechanism and initiates
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the fail-over. However, OpenPBS does temporarily loose control of the system in this case.

All previously running jobs on the HPC system are automatically restarted.

The MTTR of HA-OSCAR depends on the heartbeat interval and on the time currently

running jobs need to recover to their previous state. The HA-OSCAR solution integrates

with checkpoint/restart compute node fault tolerance solutions (Section 2.2.1), improving

its MTTR to 3-5 seconds for fail-over plus the time currently running jobs need to catch

up based on the last checkpoint.

Portable Batch System Professional for Cray Platforms

The professional edition of the original PBS implementation, PBS Professional (PBS

Pro) [48], is a commercial variant that operates in networked multi-platform UNIX en-

vironments, and supports heterogeneous clusters of workstations, supercomputers, and

massively parallel systems.

PBS Pro for Cray HPC platforms [49] supports high availability using an active/standby

redundancy strategy involving Crays proprietary interconnect network for message dupli-

cation and transparent fail-over. Service state is replicated to the the standby node by

delivering all messages to both, the active node and the standby node, while the standby

service takes over based on the current state. PBS Pro does not loose control of the sys-

tem. The network interconnect monitors the health of the primary service and initiates

the fail-over. This solution is only available for Cray HPC systems as it is based on Crays

proprietary interconnect technology. The MTTR of PBS Pro for Cray HPC systems is

close to 0. However, the availability of this two head node system is still limited by the

event of both head nodes failing at the same time.

Moab Workload Manager

Moab Workload Manager [50, 51] is a policy-based job scheduler and event engine that

enables utility-based computing for clusters. It simplifies management across one or

multiple hardware, operating system, storage, network, license and resource manager

environments to increase the return of investment of clustered resources, improve system

utilisation to run between 90-99%, and allow for expansion. Moab Workload Manager is

being used in HPC systems as batch job and system resource management service on the

head node and employs an active/standby mechanism with transparent fail-over using an

internal heartbeat mechanism as well as an internal standby synchronisation technique.
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2.1.3 High Availability Clustering

The term high availability clustering (Figure 2.3) is commonly used to describe the concept

of using a group of service nodes to essentially provide the same single service using load

balancing in order to provide uninterrupted processing of new incoming service requests.

Active/standby replication for all service nodes together, for a subset, or for each service

node individually may be used to provide continued processing of existing service requests.

This leads to a variety of high availability configurations, such as n+ 1 and n+m with n

active nodes and 1 or m standby nodes. The earlier mentioned crosswise active/standby

redundancy solution where two active service nodes are additional standby service nodes

for each other is also sometimes referred to as an active/active high availability clustering

configuration.

High availability clustering targets high throughput processing of a large number of

small service requests with no or minimal service state change, such as a Web service.

This technique should not be confused with high availability cluster computing, where

applications run on a set of compute nodes in parallel. In high availability cluster com-

puting, the compute nodes perform a common task and depend on each other to produce

a correct result, while the service nodes in high availability clustering perform indepen-

dent tasks that do not depend on each other. However, there are use cases where both

overlap, such as for embarrassingly parallel applications using task farming. Examples

are SETI@HOME [52–54] and Condor [55–57].

Clustered Active Head Nodes with Standby

Compute Nodes

LAN

Figure 2.3: Clustered HPC head nodes with standby (2 + 1)
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High Availability Open Source Cluster Application Resources

As part of the HA-OSCAR research, a high availability clustering prototype implemen-

tation [58] has been developed that offers batch job and system resource management

for HPC systems in a high-throughput computing scenario. Two different batch job and

system resource management services, OpenPBS and the Sun Grid Engine [35], run in-

dependently on different head nodes at the same time, while one additional head node

is configured as a standby. Fail-over is performed using a heartbeat mechanism and is

guaranteed for only one service at a time using a priority-based fail-over policy. Similar to

the active/standby HA-OSCAR variant, OpenPBS and Sun Grid Engine do loose control

of the system during fail-over, requiring a restart of lost jobs. The MTTR is 3-5 seconds

for fail-over plus the time currently running jobs need to catch up.

Despite the existence of two active and one standby services, only one failure is com-

pletely masked at a time due to the 2 + 1 configuration. A second failure results in a

degraded operating mode with one healthy head node serving the system.

2.1.4 Node Fencing

The practice of node fencing, also commonly referred to as “shoot the other node in the

head” (STONITH) [59], is a mechanism whereby the “other node” is unconditionally

powered off by a command sent to a remote power supply. This is a crude, “big hammer”

approach of node membership management. It is typically used to avoid further corruption

of the system by an incorrect or malicious node. A softer approach just reboots the node

or otherwise brings it into a known stable disconnected state.

Node fencing is typically employed in service redundancy strategies, e.g., in order to

shut off the failed primary node during a fail-over.

2.2 Compute Node Solutions

High availability solutions for compute nodes of HPC systems are typically based on a

state redundancy strategy without node redundancy involving a shared storage device

and appropriate validation mechanisms for consistency. Compute node state is copied

to a shared storage device regularly or on any change, and validated once a consistent

backup has been performed. However, complete redundancy, i.e., a matching standby

node for every compute node, is not an appropriate mechanism for HPC systems due to

the number of compute nodes involved.

Spare compute nodes may be used to replace lost compute nodes after a failure, or

compute nodes may be oversubscribed, i.e., failed computational processes are restarted
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on nodes that are already occupied by other computational processes.

Currently, there are two major techniques for compute node fault tolerance: check-

point/restart and message logging. Additionally, ongoing research efforts also focus on

algorithmic fault tolerance and proactive fault avoidance.

2.2.1 Checkpoint/Restart

Checkpoint/restart is a commonly employed technique for compute node fault tolerance.

Application, process, or the entire operating system (OS) state from all compute nodes

is copied to a shared storage device in regular intervals, and validated once a consistent

backup has been performed. The shared storage device is typically a high-performance

networked file system, such as Lustre [41–43]. The checkpoint/restart mechanism requires

coordination of all involved compute nodes in order to ensure consistency, i.e., to perform a

global snapshot. Upon failure, all surviving compute nodes roll back to the last checkpoint

(backup) and failed compute nodes are restarted from the last checkpoint. Progress made

between the last checkpoint and the time of failure is lost.

Checkpointing a HPC system, i.e., backing up its current state, is a preemptive mea-

sure performed during normal operation and needs to be counted as planned downtime.

Restarting a HPC system, i.e., restoring the last backup state, is a reactive measure ex-

ecuted upon failure. The MTTR of checkpoint/restart systems is defined by the time it

takes to detect the failure, the time to restore, and the time it takes for the compute

nodes to catch up to their previous state.

Checkpoint/restart solutions typically scale approximately linearly, i.e., planned down-

time and MTTR grow linear with the number of compute nodes (O(n)), assuming that

the high-performance networked file system is scaled up appropriately as well to avoid

that access to the shared storage device becomes a bottleneck.

Several checkpoint/restart solutions exist. Many applications utilise their own check-

point/restart mechanism that writes out a checkpoint after a set of iterative computations

have been performed or specific computational phases have been finished. Upon failure,

these applications are able to restart from such intermediate result. Another solution is

to transparently stop and checkpoint an application at a lower software layer, such as

messaging or OS, and to transparently reinstate an application after a failure.

Berkeley Lab Checkpoint Restart

The Berkeley Lab Checkpoint Restart (BLCR) [60–62] solution is a hybrid kernel/user

implementation of checkpoint/restart for applications on the Linux OS. BLCR performs

checkpointing and restarting inside the Linux OS kernel. While this makes it less portable
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than solutions that use user-level libraries, it also means that it has full access to all kernel

resources, and is able to restore resources, like process identifiers, that user-level libraries

can‘t.

BLCR does not support checkpointing certain process resources. Most notably, it will

not checkpoint and/or restore open sockets or inter-process communication (IPC) objects,

such as pipes or shared memory. Such resources are silently ignored at checkpoint time

and are not restored. Applications can arrange to save any necessary information and

reacquire such resources at restart time.

Local Area Multicomputer (LAM) [63, 64] is an implementation of the Message Passing

Interface (MPI) [65] standard used by applications for low-latency/high-bandwith com-

munication between compute nodes in HPC systems. LAM integrates directly with the

BLCR solution and allows transparent checkpoint/restart of MPI-based applications.

Transparent Incremental Checkpointing at Kernel-level

Transparent Incremental Checkpointing at Kernel-level (TICK) [66, 67] is a Linux 2.6.11

kernel module that provides incremental checkpointing support transparently to applica-

tions. The general concept of incremental checkpointing allows to take application snap-

shots and to reduce checkpoint data to a minimum by only saving the difference to the

previous checkpoint. This technique may require a local copy of the last full checkpoint,

while reduced checkpoint data is saved to a high-performance networked file system.

In case of a restart, all correct nodes roll back using their local copy, while failed nodes

reconstruct the last checkpoint from the high-performance networked file system. In order

to speed up the restart process, reconstruction of the last checkpoint for every compute

node may be performed by the high-performance networked file system itself or by agents

on the storage nodes. For incremental checkpointing in diskless HPC systems, checkpoint

data reduction may be performed by only saving changed memory pages.

DejaVu

DejaVu [68, 69] is a fault tolerance system for transparent and automatic checkpointing,

migration, and recovery of parallel and distributed applications. It provides a transpar-

ent parallel checkpointing and recovery mechanism that recovers from any combination

of systems failures without any modification to parallel applications or the OS. It uses

a new runtime mechanism for transparent incremental checkpointing that captures the

least amount of state needed to maintain global consistency and provides a novel com-

munication architecture that enables transparent migration of existing MPI applications

without source-code modifications.
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The DejaVu fault tolerance system has been integrated into the commercial Evergrid

Availability Services product [70].

Diskless Checkpointing

Diskless checkpointing [71–75] saves application state within the memory of dedicated

checkpointing nodes, spare compute nodes, service nodes, or compute nodes in use, with-

out relying on stable storage. It eliminates the performance bottleneck of checkpointing

to a shared stable storage by (1) utilising memory, which typically has a much lower

read/write latency than disks, and by (2) placing checkpoint storage within a HPC sys-

tem, thus further improving access latency to stored state.

Similarly to stable storage solutions, data redundancy strategies can be deployed to

provide high availability for stored state. In contrast to stable storage solutions, diskless

checkpointing saves the state of an application only as long as the HPC system is powered

on and typically only for its job run, i.e., for the time an application is supposed to

run. Diskless checkpointing may be provided by an underlying framework or performed

internally by the application itself.

2.2.2 Message Logging

The concept of message logging is based on the idea of capturing all messages of a HPC

application. Upon failure of a process, this process is restarted and its messages are played

back in order to catch up to the previous state. Message logging may be combined with

checkpoint/restart solutions to avoid playback from application start. However, message

logging is only applicable to deterministic applications as message playback is used to

recover application state.

Message logging solutions have a direct impact on system performance during normal

operation as all messages on the network may be doubled. Furthermore, centralised

message logging servers are bottlenecks. However, message logging in combination with

checkpoint/restart permits uncoordinated checkpointing, i.e., each process of a parallel

application is able to checkpoint individually while maintaining a message log to ensure

a global recovery line for consistency.

At this moment, there exists only one message logging solution for HPC system compute

node fault tolerance, MPICH-V.

MPICH-V

MPICH-V [76–78] is a research effort with theoretical studies, experimental evaluations,

and pragmatic implementations aiming to provide a MPI implementation featuring mul-
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tiple fault tolerant protocols based on message logging. MPICH-V provides an automatic

fault-tolerant MPI library, i.e., a totally unchanged application linked with the MPICH-V

library is a fault-tolerant application. Currently, MPICH-V features five different proto-

cols:

• MPICH-V1 (deprecated) is designed for very large-scale HPC systems using hetero-

geneous networks. It is able to tolerate a very high number of faults, but it requires

a large bandwidth for stable components to reach good performance.

• MPICH-V2 (deprecated) is designed for very large-scale HPC systems using homo-

geneous networks. It only requires a very small number of stable components to

reach good performance as it is based on an uncoordinated checkpointing protocol.

• MPICH-VCausal (deprecated) is designed for low-latency dependent applications

which must be resilient to a high failure frequency. It combines the advantages of

V1 and V2 with direct communication and absence of acknowledgements.

• MPICH-VCL is designed for extra low-latency dependent applications. The Chandy

Lamport algorithm [79] used in MPICH-VCL does not introduce any overhead dur-

ing fault free execution. However, it requires restarting all nodes in the case of a

single failure.

• MPICH-PCL features a Blocking Chandy Lamport fault tolerant protocol, which

consists of a new communication channel and two components, a checkpoint server

and a specific dispatcher, supporting large-scale and heterogeneous applications.

2.2.3 Algorithm-Based Fault Tolerance

The notion of algorithm-based fault tolerance re-emerged recently with the trend toward

massively parallel computing systems with 100,000 and more processors. The core concept

is to design computational algorithms to either ignore failures and still deliver an accept-

able result, or to implicitly recover using redundant computation and/or redundant data.

A major requirement for algorithm-based fault tolerance is that the underlying system

(hardware and software) is capable of detecting and ignoring failures.

Fault-Tolerant Message Passing Interface

Fault-tolerant Message Passing Interface (FT-MPI) [80–82] is a full 1.2 MPI specification

implementation that provides process-level fault tolerance at the MPI application pro-

gramming interface (API) level. FT-MPI is built upon the fault-tolerant Harness runtime
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system (Section 2.3.4). It survives the crash of n − 1 processes in a n-process parallel

application, and, if required, can restart failed processes. However, it is still the respon-

sibility of the application to recover data structures and data. FT-MPI is essential for

algorithmic fault tolerance as is provides the underlying fault-tolerant software system.

Open Message Passing Interface

Open Message Passing Interface (Open MPI) [83, 84] is a project combining technologies

and resources from several other projects in order to build the best MPI library available.

A completely new MPI-2 compliant implementation, Open MPI offers advantages for

system and software vendors, application developers, and computer science researchers.

Open MPI is founded upon a component architecture that is designed to foster 3rd

party collaboration by enabling independent developers to use Open MPI as a production-

quality research platform. Specifically, the component architecture was designed to allow

small, discrete implementations of major portions of MPI functionality, e.g., point-to-

point messaging, collective communication, and runtime environment support.

Ongoing work targets the integration of checkpoint/restart using BLCR (Section 2.2.1),

message logging based on the MPICH-V mechanisms (Section 2.2.2), and support for

algorithm-based fault tolerance similar to FT-MPI.

Data Redundancy

A recent effort in algorithm-based checkpoint-free fault tolerance for parallel matrix com-

putations [85] takes the approach to encode the data an algorithm works on to contain

redundancy. Data redundancy is adjustable by the encoding algorithm, such that a spe-

cific number of compute node failures can be tolerated at the same time. A light-weight

implicit recovery mechanism using only local computation on the data of correct compute

nodes is able to recode the data, such that no data is lost. An application of this technique

to matrix-matrix multiplication shows very low performance overhead.

Computational Redundancy

Instead of keeping redundant data or even employing redundant computational processes

that operate on the same data, the idea of computational redundancy relies on the

algorithm-based relationship between individual data chunks of a parallel application.

If a data chunk gets lost due to a compute node failure, the impact on the result may be

within the margin of error or may be recoverable by running the surviving nodes a little

bit longer. Therefore, a certain number of compute node failures may be tolerated by

simply ignoring them.
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An example for this technique was implemented by me a couple of years ago as part

of the research in cellular architectures [75]. It focused on the development of algorithms

that are able to use a 100,000-processor machine efficiently and are capable of adapting

to or simply surviving faults. In a first step, a simulator in Java was developed, since

a 100,000-processor machine was not available at that time. The prototype was able

to emulate up to 500,000 virtual processors on a cluster with 5 real processors solving

Laplace‘s equation and the global maximum problem while ignoring failures.

2.2.4 Proactive Fault Avoidance

Proactive fault avoidance recently emerged as a new research field. In contrast to tradi-

tional reactive fault handling, a reliability-aware runtime may provide a new approach for

fault tolerance by performing preemptive measures that utilise reliability models based on

historical events and current system health status information in order to avoid applica-

tion faults. For example, a process, task, or virtual machine may be temporarily migrated

away from a compute node that displays a behaviour similar to one that is about to fail.

Pre-fault indicators, such as a significant increase in heat, an unusual number of network

communication errors, or a fan fault, can be used to avoid an imminent application fault

through anticipation and reconfiguration.

Early prototypes [86] and simulations [87] suggest that migration can be performed

very quickly with minimal performance overhead, while still utilising reactive fault tol-

erance measures, such as checkpoint/restart, for unanticipated failures. Proactive fault

avoidance techniques require highly available head and service nodes as an underlying

support framework to perform scalable system monitoring and migration.

2.3 Distributed Systems Solutions

Parallel systems research has always taken the optimistic approach toward fault tolerance,

i.e., system components fail rarely and performance has higher priority. In contrast,

distributed systems research [5] has always taken the pessimistic approach, i.e., system

components fail often and fault tolerance has higher priority. With the advent of extreme-

scale HPC systems with 100,000 networked processors and beyond, distributed system

solutions may become more attractive as fault recovery in these massively parallel systems

becomes more expensive. Moreover, even with small-scale problems, such as HPC system

head and service node redundancy, distributed systems solutions may provide for much

higher availability with an acceptable performance trade-off.

In the following, the concepts of state-machine replication, process group communi-
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cation, virtual synchrony, and distributed control are illustrated and existing solutions

are detailed. The main focus is on the primary objective of this thesis to combine high

availability efforts for HPC system head and service nodes with high availability efforts

for distributed systems to provide the highest level of availability.

2.3.1 State-Machine Replication

The concept of state-machine replication [88, 89] has its origins in the early 1980s and is

a common technique for providing fault tolerance in distributed systems. Assuming that

a service is implemented as a deterministic finite state machine, i.e., all service states are

defined and all service state transitions are deterministic, consistent replication may be

achieved by guaranteeing the same initial states and a linear history of state transitions

for all service replicas. All correct service replicas perform the same state transitions and

produce the same service output.

Service replicas are placed on different nodes. Service input needs to be consistently

and reliably replicated to service replicas, while replicated service output needs to be con-

sistently and reliably verified and unified. Voting on output correctness may be performed

using a reliable quorum algorithm.

The introduction of the state-machine replication concept presented a number of prob-

lems for distributed systems with failures and sparked a greater research effort on process

group communication, such as reliable multicast, atomic multicast, distributed consensus,

and failure detectors.

2.3.2 Process Group Communication

In modern computing systems, services are implemented as communicating processes,

i.e., as a finite state machine that communicates to other components, such as clients

and other services, via a network communication protocol. State-machine replication of

a service involves communication among a set of replicated processes, i.e., members of

a replicated service group. Algorithms that coordinate the various operating modes of

such a group are commonly referred to as process group communication algorithms. They

typically deal with reliable delivery and consensus issues, such as liveness, i.e., the process

group eventually makes progress, and consistency, i.e., all correct members of the process

group eventually agree.

The propably most prominent process group communication algorithm is Lamport‘s

Paxos [90] first proposed in 1990, which solves the distributed consensus problem in a

network of unreliable processes. Most distributed consensus algorithms are based on the

idea that all processes propose their output to either the entire group, a subset, or an
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arbiter, to decide which process is correct.

There is a plethora of past research and development on process group communication

algorithms and systems [91–94] focusing on semantics, correctness, efficiency, adaptability,

and programming models. Group communication systems have been used to provide high

availability for financial (stock market) and military applications, but not for head and

service nodes in HPC systems.

Total Order Broadcast Algorithms

A total order broadcasting algorithm [93, 94] not only reliably delivers all messages within

a process group, but also in the same order to all process group members. This fault-

tolerant distributed consensus on message order is essential for state-machine replication

and typically provided by a process group communication system.

The agreement on a total message order usually bears a cost of performance: a message

is not delivered immediately after being received, until all process group members reach

agreement on the total order of delivery. Generally, the cost is measured as latency from

the point a new message is ready to be sent by a process group member, to the time it is

delivered in total order at all process group members.

The following three approaches are widely used to implement total message ordering:

sequencer, privilege-based, and communication history algorithms.

In sequencer total order broadcasting algorithms, one process group member is respon-

sible for ordering and reliably broadcasting messages on behalf of all other process group

members. A fail-over mechanism for the sequencer assures fault tolerance. The Amoeba

distributed OS [95–98] utilises a sequencer algorithm as well as the Isis process group

communication system (Section 2.3.3).

Privilege-based total order broadcasting algorithms rely on the idea that group members

can reliably broadcast messages only when they are granted the privilege to do so. In

the Totem protocol (Section 2.3.3) for example, a token is rotating among process group

members and only the token holder can reliably broadcast messages. A time-out on the

token assures fault tolerance and liveness.

In communication history total order broadcasting algorithms, messages can be reliably

broadcast by any group member at any time, without prior enforced order, and total

message order is ensured by delaying delivery until enough information of communication

history has been gathered from other process group members. The Transis protocol

(Section 2.3.3) is an example for a communication history algorithm.

These three types of algorithms have both advantages and disadvantages. Sequencer

algorithms and privilege-based algorithms provide good performance when a system is

relatively idle. However, when multiple process group members are active and constantly

27



2 Previous Work

broadcasting messages, the latency is limited by the time to circulate a token or produce

total message order via a sequencer.

Communication history algorithms have a post-transmission delay to detect “happend

before” relationships between incoming, reliably broadcast messages, i.e., causal message

order [99, 100]. The post-transmission delay typically depends on the slowest process

group member and is most apparent when the system is relatively idle, since less com-

munication history is produced and a response from all process group members is needed

to determine total message order. In the worst case, the delay may be equal to the in-

terval of heartbeat messages from an idle process group member. On the contrary, if all

process group members produce messages and the communication in the process group is

heavy, the regular messages continuously form a total order, and the algorithm provides

the potential for low latency of total order message delivery.

Several studies have been made to reduce the cost. Early delivery algorithms [101, 102]

are able to reduce latency by reaching agreement with a subset of the process group.

Optimal delivery algorithms [103, 104] deliver messages before total message order is

determined, but notify applications and cancel message delivery if the determined total

message order is different from the delivered message order.

2.3.3 Virtual Synchrony

The virtual synchrony paradigm was first established in the early work on the Isis [105–

107] group communication system. It defines the relation between regular-message passing

in a process group and control-message passing provided by the system itself, e.g., reports

on process group joins or process failures. Process group membership is dynamic, i.e.,

processes may join and leave the group. Whenever group membership changes, all the

processes in the new membership observe a membership change event. Conceptually,

the virtual synchrony paradigm guarantees that membership changes within a process

group are observed in the same order by all the group members that remain connected.

Moreover, membership changes are totally ordered with respect to all regular messages

that pass in the system. The extended virtual synchrony paradigm [108], which addi-

tionally supports crash recoveries and network partitions, has been implemented in the

Transis [109, 110] group communication system.

Isis

The Isis [105–107] system implements a collection of techniques for building software for

distributed systems that performs well, is robust despite hardware and software failures,

and exploits parallelism. The basic approach is to provide a toolkit mechanism for dis-
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tributed programming, whereby a distributed system is built by interconnecting fairly

conventional nondistributed programs, using tools drawn from the kit. Tools are included

for managing replicated data, synchronising distributed computations, automating recov-

ery, and dynamically reconfiguring a system to accommodate changing workloads. Isis

has become very successful: companies and universities employed the toolkit in settings

ranging from financial trading floors to telecommunications switching systems.

The Isis project has moved from Cornell University to Isis Distributed Systems a sub-

sidiary of Stratus Computer, Inc. It was phased out by the end of 1998.

Horus

The Horus project [111–113] was originally launched as an effort to redesign Isis, but has

evolved into a general-purpose communication architecture with advanced support for

the development of robust distributed systems in settings for which Isis was unsuitable,

such as applications that have special security or real-time requirements. Besides the

practical uses of the software, the project has contributed towards the theory of virtual

synchrony. At the same time, Horus is much faster and lightweight than the Isis system.

Horus can be viewed as a group communication environment rather than as a collection

of pre-built groupware solutions. It is UNIX-independent, and permits the use of several

programming languages (C, C++, ML, and Python) in a single system. Horus protocols

are structured like stacks of Lego-blocks, hence new protocols can be developed by adding

new layers or by recombining existing ones. Through dynamic run-time layering, Horus

permits an application to adapt protocols to its environment.

Horus can be used for research purposes at no fee, but has restricted commercial rights.

Its stacked protocol architecture introduces additional overheads.

Ensemble

Ensemble [111, 114–116] is the next generation of the Horus group communication toolkit.

It provides a library of protocols that can be used for quickly building complex distributed

applications. An application registers 10 or so event handlers with Ensemble, and then the

Ensemble protocols handle the details of reliably sending and receiving messages, trans-

ferring state, implementing security, detecting failures, and managing reconfigurations in

the system. Ensemble is a highly modular and reconfigurable toolkit. The high-level

protocols provided to applications are really stacks of tiny protocol layers. These protocol

layers each implement several simple properties: they are composed to provide sets of

high-level properties, such as total ordering, security, and virtual synchrony. Individual

layers can be modified or rebuilt to experiment with new properties or change perfor-
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mance characteristics. The software is partially written in OCaml permitting protocol

verification and optimisation. However, the usage of OCaml limits portability.

Transis

Transis [109, 110, 117] is a multicast communication layer that facilitates the development

of fault-tolerant distributed applications in a network of machines. It supports reliable

group communication for high availability applications. Transis contains a novel protocol

for reliable message delivery that optimises the performance for existing network hard-

ware and tolerates network partitioning. Transis provides several forms of group multicast

operations: FIFO ordered, causally ordered, totally ordered, and safely delivered. The

multicast operations differ in their semantics and in their cost, i.e., latency. The Tran-

sis approach to advanced group communication has acquired a wide recognition in the

academic community, mainly due to the following desirable properties:

• It employs a highly efficient multicast protocol, based on the Trans protocol, that

utilises available hardware multicast.

• It can sustain extremely high communication throughput due to its effective flow

control mechanism, and its simple group design.

• It supports partitionable operation, and provides the means for consistently merging

components upon recovery.

Totem

The Totem [118–120] system is a set of communication protocols to aid the construction of

fault-tolerant distributed systems. The message ordering mechanisms provided by Totem

allow an application to maintain consistency of distributed and replicated information in

the presence of faults. The features of the Totem system are:

• ordered multicasts to process groups,

• high throughput and low predictable latency,

• highly portable code through the use of standard Unix features,

• rapid reconfiguration to remove failed processes, add recovered and new processes,

and to merge a partitioned system, and

• continued operation of all parts of a partitioned system to the greatest possible

extent that is consistent with correctness.
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The Totem system provides reliable, totally ordered delivery of messages to processes

within process groups on a single local-area network, or over multiple local-area net-

works interconnected by gateways. Superimposed on each local-area network is a logical

token-passing ring. The fields of the circulating token provide reliable delivery and total

ordering of messages, confirmation that messages have been received by all processors,

flow control, and fault detection. Message ordering is consistent across the entire network,

despite processor and communication faults, without requiring all processes to deliver all

messages.

Totem is a group communication system with a fixed protocol layer. The more flexible

Ensemble system provides a Totem protocol layer among others.

Spread

Spread [121, 122] is an open source toolkit that provides a high performance messaging

service that is resilient to failures across local and wide area networks. Spread functions as

a unified message bus for distributed applications, and provides highly tuned application-

level multicast, group communication, and point-to-point support. Spread services range

from reliable messaging to fully ordered messages with delivery guarantees. Spread can

be used in many distributed applications that require high reliability, high performance,

and robust communication among various subsets of members. The toolkit is designed to

encapsulate the challenging aspects of asynchronous networks and enable the construction

of reliable and scalable distributed applications. Spread consists of a library that user

applications are linked with, a binary daemon which runs on each computer that is part

of the process group, and various utility and demonstration programs.

While Spread supports multiple messaging protocols, such as Hop and Ring, and con-

figurable message delivery semantics, like safe and agreed, it does not provide an open

platform for group communication algorithms and programming models due to a missing

modular architecture.

Object Group Pattern, Orbix+Isis, and Electra

The Object Group Pattern [123] offers programming model support for replicated objects

using a group communication system for virtual synchrony. In this design pattern, ob-

jects are constructed as state machines and replicated using totally ordered and reliably

multicast state changes. The Object Group Pattern also provides the necessary hooks for

copying object state, which is needed for joining group members.

Orbix+Isis and Electra are follow-on efforts [124] focusing on high availability support

for the Common Object Request Broker Architecture (CORBA).
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2.3.4 Distributed Control

The distributed control paradigm emerged from the Harness project [125–127] I was in-

volved in a few years ago. It focused on the design and development of a pluggable

lightweight heterogeneous distributed virtual machine (DVM) environment, where clus-

ters of personal computers, workstations, and “big iron” supercomputers can be aggre-

gated to form one giant DVM in the spirit of its widely-used predecessor, Parallel Virtual

Machine (PVM). As part of the Harness project, a variety of experiments and system

prototypes were developed to explore lightweight pluggable frameworks, adaptive recon-

figurable runtime environments, assembly of scientific applications from software modules,

parallel plug-in paradigms, highly available DVMs [128–130], FT-MPI (Section 2.2.3),

fine-grain security mechanisms, and heterogeneous reconfigurable communication frame-

works. Three different Harness system prototypes were developed, two C variants and

one Java-based alternative, each concentrating on different research issues.

In order to provide a fully symmetrically replicated DVM runtime environment con-

taining its global state, such as current member processes and loaded software modules at

members, the distributed control paradigm [128–130] offers a replicated remote procedure

call (RPC) abstraction on top of a ring-based process group communication algorithm.

The major difference to other process group communication systems is the utilisation of

collective communication for the voting process on the RPC return. This allows the DVM

to load a software module on a set of members in parallel and to recover appropriately

if loading fails on a subset, such as to unload all successfully loaded software modules or

to load software modules at alternate members. Due to the ring architecture, replicated

RPC costs are linear with the number of members of a DVM.

2.3.5 Practical Byzantine Fault Tolerance

Recent research and development in providing service redundancy for high availability

using group communication mechanisms focused on practical solutions for solving the

Byzantine generals problem [131], where malicious attacks and software errors result in

incorrect process group behaviour. These approaches go beyond the fail-stop model, which

assumes that system components, such as services, nodes, or links, fail by simply stopping.

Appropriate failure detection mechanisms are deployed to verify the correct behaviour of

processes. This includes cryptographic techniques to prevent spoofing and replays, and

to detect corrupted messages.

Byzantine fault tolerance mechanisms incur a higher performance overhead than fail-

stop fault tolerance solutions during failure-free operation due to the additional measures

employed to catch incorrect process behaviour. Since HPC is a performance sensitive
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application area and typical HPC system failures exhibit fail-stop behaviour, Byzantine

fault tolerance solutions are not employed.

Byzantine Fault Tolerance with Abstract Specification Encapsulation

Byzantine Fault Tolerance with Abstract Specification Encapsulation (BASE) [132] is a

communication library for state-machine replication. It uses abstraction to reduce the

cost of Byzantine fault tolerance and to improve its ability to mask software errors. Using

BASE, each replica can be repaired periodically using an abstract view of the state stored

by correct replicas. Furthermore, each replica can run distinct or nondeterministic service

implementations, which reduces the probability of common mode failures. Prototype

implementations for a networked file system [133] and an object-oriented database [134]

suggest that the technique can be used in practice with a modest amount of adaptation

and with comparable performance results.

Thema

Thema [135] is a middleware system on top of BASE that transparently extends Byzantine

fault tolerance to Web Services technologies.

Zyzzyva

Zyzzyva [136] is a protocol that uses speculation to reduce the cost and simplify the

design of Byzantine fault-tolerant state-machine replication. In Zyzzyva, replicas respond

to a client‘s request without first running an expensive three-phase commit protocol to

reach agreement on the order in which the request must be processed. Instead, they

optimistically adopt the order proposed by the primary and respond immediately to the

client. Replicas can thus become temporarily inconsistent with one another, but clients

detect inconsistencies, help correct replicas converge on a single total ordering of requests,

and only rely on responses that are consistent with this total order. This approach allows

Zyzzyva to reduce replication overheads to near their theoretical minima.

Low-Overhead Byzantine Fault-Tolerant Storage

Related recent research [137] also produced an erasure-coded Byzantine fault-tolerant

block storage protocol that is nearly as efficient as protocols that tolerate only crashes.

Previous Byzantine fault-tolerant block storage protocols have either relied upon repli-

cation, which is inefficient for large blocks of data when tolerating multiple faults, or a

combination of additional servers, extra computation, and versioned storage. To avoid

these expensive techniques, this new protocol employs novel mechanisms to optimise for
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the common case when faults and concurrency are rare. In the common case, a write

operation completes in two rounds of communication and a read completes in one round.

The protocol requires a short checksum comprised of cryptographic hashes and homo-

morphic fingerprints. It achieves throughput within 10% of the crash-tolerant protocol

for writes and reads in failure-free runs when configured to tolerate up to 6 faulty servers

and any number of faulty clients.

2.4 Information Technology and Telecommunication

Industry Solutions

The IT and telecommunication industry has dealt with service-level high availability for

some time. Individual solutions range from simple active/standby mechanisms to so-

phisticated enterprise products supporting a variety of replication strategies (Table 2.2).

However, only very few efforts employ state-machine replication or virtual synchrony

mechanisms in the form of active replication and dual modular redundancy (DMR) due

to the complexity of communication protocols. In the following, individual existing solu-

tions are examined and ongoing research and development efforts are described.

2.4.1 Hewlett-Packard Serviceguard

Hewlett-Packard (HP) Serviceguard [138] is a high availability solution for services that

offers active/standby with cascading fail-over when using more than two service nodes,

crosswise active/standby, and n+ 1 and n+m high availability clustering configurations,

all using a shared storage device (Sections 2.1.1 and 2.1.3). HP Serviceguard utilises

a heartbeat mechanism over a network connection and needs a shared Small Computer

System Interface (SCSI), Fibre Channel, or software mirrored storage subsystem with

RAID capability. While the RAID capability provides data high availability within a

single location, network-based storage mirroring allows robust data replication across the

world. The HP Serviceguard Quorum Server [139] is able to arbitrate in case of service

node partitions to ensure that there is only one active service group.

HP Serviceguard is one of the primary solutions for service high availability in the IT

sector and part of HP‘s non-stop solutions [140] with support for HP-UX and Linux.

2.4.2 RSF-1

RSF-1 [141] from High-Availability.com is a service high availability product that provides

active/standby with optional cascading fail-over, crosswise active/standby, and n + 1
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HP Serviceguard ? × × × × × × × × ×× ××
RSF-1 64 × × × × × × ×××× ×
IBM HAC 32 × × × × × × × × × ×××
Veritas Cluster Server ? × × × × × × × × ××××× ×××
Solaris Cluster 16 × × × × × × × × × × ? ?
Microsoft Cluster Server 8 × × × ? × ? ? × ×× ?
Red Hat Cluster Suite 128 × × × × × × × ? ××××
LifeKeeper 32 × × × × × × × × × ? ×××
Linux FailSafe 16 × × × × × × × ? ××
Linuxha.net 2 × × × × × ××××
Kimberlite 2 × × × × ? ××
T2CP-AR 2 × × ×
Stratus Cont. Processing 2 × × × ×

×, Requirement or available feature
?, Insufficient documentation

Table 2.2: Requirements and features comparison between information technology and
telecommunication industry service high availability products

and n + m high availability clustering configurations, all using a shared storage device

(Sections 2.1.1 and 2.1.3). It uses a heartbeat mechanism over a network connection and

is based on a shared network attached storage (NAS), SCSI, or Fibre Channel storage

subsystem with RAID capability for data high availability. RSF-1 scales up to 64 service

nodes and supports Linux, HP-UX, Solaris, MacOS X (Darwin), and AIX.

RSF-1 is a primary service high availability IT solution. Customers include the Univer-

sity of Salford [142], the German WestLB Bank [143], and the China Postal Service [144].

35



2 Previous Work

2.4.3 IBM High Availability Cluster Multiprocessing

IBM High Availability Cluster Multiprocessing [145, 146] is a service high availability

solution for up to 32 nodes running AIX that offers active/standby with optional cascad-

ing fail-over, crosswise active/standby, and n + 1 and n + m high availability clustering

configurations, all using a shared storage device (Sections 2.1.1 and 2.1.3). It relies on a

heartbeat mechanism over a network connection or shared storage device, and requires a

shared NAS, SCSI, or Fibre Channel storage subsystem with RAID capability for data

high availability. While RAID technology is employed locally, a network-based storage

mirroring mechanism is used for robust data replication across the world to assure disaster

recovery. A quorum service for arbitrating service node partitions is supplied as well.

IBM High Availability Cluster Multiprocessing is one of the primary solutions for service

high availability in the IT sector.

Note that IBM uses the term cluster to describe its configuration, which refers to high

availability clustering (Section 2.1.3). IBM also offers cluster computing products for use

in parallel and distributed computing scenarios.

2.4.4 Veritas Cluster Server

Symantec‘s Veritas Cluster Server [147, 148] is a high availability solution for services

that offers active/standby with optional cascading fail-over, crosswise active/standby,

and n+ 1 and n+m high availability clustering configurations, all using a shared storage

device (Sections 2.1.1 and 2.1.3). It relies on a heartbeat mechanism over a network

connection and requires a shared NAS, SCSI, or Fibre Channel storage subsystem with

RAID capability for data high availability. Veritas Cluster Server supports Solaris, HP-

UX, AIX, Linux, Windows. It offers a quorum service to arbitrate service node partitions

as well as a data replication service for wide-area redundancy.

Symantec‘s Veritas Cluster Server is one of the primary solutions for service high avail-

ability in the IT sector.

Note that Symantec uses the term cluster server to describe its configuration, which

refers to high availability clustering (Section 2.1.3). Veritas Cluster Server uses a process

group communication system (Section 2.3.2) to determine node membership, i.e., to detect

service node failures and to notify its software components to perform fail-over. The

product uses state-machine replication for its cluster configuration database, but not for

service high availability.
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2.4.5 Solaris Cluster

Sun‘s Solaris Cluster [149–151] is a high availability product for services that offers ac-

tive/standby with optional cascading fail-over, crosswise active/standby, and n + 1 and

n + m high availability clustering configurations, all using a shared storage device (Sec-

tions 2.1.1 and 2.1.3). It relies on a heartbeat mechanism over a network connection and

requires a shared SCSI storage subsystem with RAID capability for data high availability.

The documentation is unclear about support for a NAS or Fibre Channel storage subsys-

tem. Solaris Cluster runs on up to 16 Solaris service nodes and supports a quorum service

to arbitrate service node partitions. Sun also offers a data replication in conjunction with

its Metro Cluster and World Wide Cluster products for wide-area redundancy. Open High

Availability Cluster (OHAC) [152] is the open-source code base of Solaris Cluster.

Note that Solaris uses the term cluster to describe its configuration, which refers to

high availability clustering (Section 2.1.3).

2.4.6 Microsoft Cluster Server

Microsoft Cluster Server [153, 154] is a Windows-based service high availability variant

that provides active/standby and crosswise active/standby, both using a shared storage

device (Sections 2.1.1 and 2.1.3). The documentation is unclear about support for ac-

tive/standby with optional cascading fail-over, and n + 1 and n + m high availability

clustering configurations. Microsoft Cluster Server uses a heartbeat mechanism over a

network connection and requires a shared SCSI or Fibre Channel storage subsystem with

RAID capability for data high availability. The documentation is also unclear about sup-

port for a NAS storage subsystem. The product supports up to 8 service nodes and a

quorum service to arbitrate service node partitions.

Note that Microsoft uses the term cluster server to describe its configuration, which

refers to high availability clustering (Section 2.1.3). Microsoft recently started offering

cluster computing products for use in parallel and distributed computing scenarios.

2.4.7 Red Hat Cluster Suite

The Red Hat Cluster Suite [155, 156] is a service high availability product based on Red

Hat Enterprise Linux [157] and offers active/standby with optional cascading fail-over,

crosswise active/standby, and n+ 1 and n+m high availability clustering configurations,

all using a shared storage device (Sections 2.1.1 and 2.1.3). It relies on a heartbeat

mechanism over a network connection and requires a shared network file system (NFS),

NAS, SCSI, or Fibre Channel storage subsystem with RAID capability.
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For high-volume open source applications, such as NFS, Samba, and Apache, Red Hat

Cluster Suite provides complete ready-to-use solutions. For other applications, customers

can create custom fail-over scripts using provided templates. Red Hat Professional Ser-

vices can provide custom Red Hat Cluster Suite deployment services where required.

Note that Red Hat uses the term cluster to describe its configuration, which refers

to high availability clustering (Section 2.1.3). Many 3rd party vendors offer parallel and

distributed cluster computing products based on Red Hat Enterprise Linux.

2.4.8 LifeKeeper

SteelEye’s LifeKeeper [158] is a high availability product for services that offers ac-

tive/standby with optional cascading fail-over, crosswise active/standby, and n + 1 high

availability clustering configurations, all using a shared storage device (Sections 2.1.1

and 2.1.3). It relies on a heartbeat mechanism over a network connection and requires a

shared NAS, SCSI, or Fibre Channel storage subsystem with RAID capability for data

high availability. LifeKeeper runs on Linux and Windows. It supports up to 32 ser-

vice nodes and offers a variety of recovery kits for services. SteelEye also offers a data

replication product in conjunction with LifeKeeper for wide-area redundancy.

2.4.9 Linux FailSafe

Linux FailSafe by Silicon Graphics, Inc [159] is a service high availability solution that

provides active/standby with optional cascading fail-over, crosswise active/standby, and

n + 1 and n + m high availability clustering configurations, all using a shared storage

device (Sections 2.1.1 and 2.1.3). It uses a heartbeat mechanism over a serial and/or

network connection and requires a shared SCSI or Fibre Channel storage subsystem with

RAID capability for data high availability. Linux FailSafe is architected to scale up to 16

service nodes and offers plug-ins for service-specific interfaces. It is intended to be Linux

distribution agnostic. However, there are dependencies on libraries and paths to system

files that do vary from one distribution to the next.

Note that the Linux FailSafe documentation uses the term cluster to describe its config-

uration, which refers to high availability clustering (Section 2.1.3). It also uses the terms

process membership and process group, different from the usage in virtual synchrony (Sec-

tion 2.3.3). Linux FailSafe uses a process group communication system (Section 2.3.2

to determine node membership, i.e., to detect service node failures and to notify its soft-

ware components to perform fail-over. The product uses state-machine replication for its

cluster configuration database, but not for service high availability.
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2.4.10 Linuxha.net

Linuxha.net [160] is a high availability solution for services that features active/standby

and crosswise active/standby limited for two service nodes, all using a shared storage de-

vice (Sections 2.1.1 and 2.1.3). It utilises a heartbeat mechanism over a network connec-

tion and a DRBD-based replicated storage subsystem or a NAS, SCSI, or Fibre Channel

shared storage subsystem. In contrast to its competitors, an expensive NAS, SCSI, or

Fibre Channel RAID is not necessarily required due to the network-based consistent data

replication of DRBD.

Note that the Linuxha.net documentation uses the term cluster to describe its config-

uration, which refers to high availability clustering (Section 2.1.3). It also uses the terms

idle standby for an active/standby configuration and active standby for the crosswise ac-

tive/standby configuration.

2.4.11 Kimberlite

Kimberlite from Mission Critical Linux [161, 162] is a high availability variant that sup-

ports active/standby and crosswise active/standby redundancy for two service nodes using

a shared storage device (Section 2.1.1). It utilises a heartbeat mechanism over a serial

and/or network connection, and requires a shared SCSI or Fibre Channel storage sub-

system with RAID capability for data high availability. Kimberlite runs on Linux. Since

it is primarily composed of user-level daemons, Kimberlite is Linux distribution agnostic

and runs on a great diversity of commodity hardware.

Note that the Kimberlite documentation uses the term cluster to describe its configu-

ration and cluster system for each individual service node, both refer to high availability

clustering (Section 2.1.3).

2.4.12 Transparent Transmission Control Protocol Active Replication

The Transmission Control Protocol (TCP) is one of the core protocols of the Internet. It

provides reliable, in-order delivery of a stream of bytes. Transparent Transmission Control

Protocol Active Replication (T2CP-AR) [163] provides replication support for TCP-based

services by allowing backup services to intercept communication between clients and the

primary service and by performing seamless connection fail-over.

The core concept of T2CP-AR relies on keeping consistent TCP-related connection

state information at the backup service. T2CP-AR is a communication protocol for ac-

tive/standby redundancy on two service nodes using active replication, i.e., the backup

service receives the same incoming traffic as the primary, performs all state transitions
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in virtual synchrony, and takes over upon primary failure. The protocol was mainly de-

veloped for telecommunication services. A recently developed proof-of-concept prototype

showcases a stateful fault-tolerant firewall (FT-FW) [164] in Linux.

2.4.13 Stratus Continuous Processing

Stratus [165] offers standard DMR, which uses two CPU-memory assemblies (mother-

boards). These systems deliver levels of availability unrivalled by competitive high avail-

ability cluster systems. DMR systems are designed for 99.999% of availability. All moth-

erboards run in a lockstep manner from a single system clock source. The fault-detection

and isolation logic compares I/O output from all motherboards; any miscompare indicates

an error. DMR systems rely on fault-detection logic on each motherboard to determine

which board is in error. If no motherboard error is signalled, a software algorithm deter-

mines which board to remove from service.

Stratus enables Continuous Processing capabilities through three fundamental elements:

lockstep technology, failsafe software, and an active service architecture. While the lock-

step technology uses replicated, fault-tolerant hardware components that process the same

instructions at the same time, the failsafe software works in concert with lockstep tech-

nology to prevent many software errors from escalating into outages. The active service

architecture enables built-in serviceability by providing remote Stratus support capabili-

ties. The Continuous Processing technology is available in Stratus’ ftServer product [166]

for Red Hat Enterprise Linux 4 and Microsoft Windows Server 2003.

2.4.14 Open Application Interface Specification Standards Based

Cluster Framework

The Open Application Interface Specification (OpenAIS) Standards Based Cluster Frame-

work [167] is an Open Source implementation of the Service Availability Forum Appli-

cation Interface Specification (AIS) [168]. AIS is a software application programming

interface API and policies, which are used to develop applications that maintain service

during faults. Restarting and failover of applications is also targeted for those deploying

applications which may not be modified.

The OpenAIS software is designed to allow any third party to implement plug-in clus-

ter services using the infrastructure provided. Among others, AIS includes APIs and

policies for: naming, messaging, membership, event notification, time synchronisation,

locking, logging, cluster management, and checkpointing. OpenAIS utilises process group

communication semantics (Section 2.3.2) on compute nodes to deal with fault-tolerant

node membership management, but not process membership management. Specifically,

40



2 Previous Work

the membership service relies on the virtual synchrony (Section 2.3.3) provided by the

Totem process group communication system for node failure detection and triggering high

availability cluster re-configuration.

OpenAIS is a pure development effort at this moment. It is based on existing mech-

anisms for service availability and fault tolerance. It supports Linux, Solaris, BSD, and

MacOS X. OpenAIS does not support specific service high availability configurations. In-

stead, it is an effort to provide an open source solution for the underlying mechanisms

used in service high availability.

2.4.15 System-level Virtualization

System-level virtualisation using hypervisors has been a research topic since the 1970s [169],

but regained popularity during the past few years because of the availability of efficient

solutions, such as Xen [170, 171], and the implementation of hardware support in com-

modity processors, e.g., Intel-VT and AMD-V.

The IT industry has recently taken an interest in exploiting the benefits of system-

level virtualisation in enterprise computing scenarios for server consolidation and for high

availability. While server consolidation focuses on moving entire operating system envi-

ronments of multiple underutilised servers to a single server, the high availability aspect

similarly targets redundancy strategies for operating system environments across multiple

server resources. While currently the IT and telecommunication industry typically deploys

exactly the same high availability solutions in virtualised systems as in non-virtualised sys-

tems, recent research and development efforts focus on exploiting the additional features

of system-level virtualisation, such as live migration and transparent checkpoint/restart,

for providing high availability.

Xen

Xen [170, 171] is an open source hypervisor for IA-32, x86-64, IA-64, and PowerPC archi-

tectures. Its type-I system-level virtualisation allows one to run several virtual machines

(VMs or guest operating systems) in an unprivileged domain (DomU) on top of the hy-

pervisor on the same computer hardware at the same time using a host operating system

running in a privileged domain (Dom0) for virtual machine management and hardware

drivers. Several modified operating systems, such as FreeBSD, Linux, NetBSD, and Plan

9, may be employed as guest systems using paravirtualisation, i.e., by modifying the guest

operating system for adaptation to the hypervisor interface. Using hardware support for

virtualisation in processors, such as Intel VT and AMD-V, the most recent release of Xen

is able to run unmodified guest operating systems inside virtual machines.
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Xen originated as a research project at the University of Cambridge, led by Ian Pratt,

senior lecturer at Cambridge and founder of XenSource, Inc. This company now sup-

ports the development of the open source project and also sells enterprise versions of the

software. The first public release of Xen was made available in 2003.

Xen supports live migration, i.e., moving entire operating system environments from

one physical resource to another while keeping it running. This capability is heavily

used in enterprise computing scenarios for load balancing, scheduled maintenance, and

proactive fault tolerance (Section 2.2.4).

VMware

VMware Inc. [172] offers a wide range of system-level virtualisation solutions, including

the free VMware player and VMware Server (formerly VMware GSX Server). While the

mentioned free products and the non-free VMware Workstation employ type-II virtualisa-

tion, i.e., virtual machines are actual processes inside the host operating system, VMware

Inc. also provides a non-free type-I system-level virtualisation solution, VMware ESX

Server, based on hypervisor technology. The company further distributes an infrastruc-

ture solution (VMware Infrastructure) and various data-centre products for deployment

of system-level virtualisation in enterprise businesses, such as for server consolidation.

VMware products support suspending and resuming running operating system envi-

ronments, a transparent checkpoint/restart technique (Section 2.2.1). Using the sus-

pend/resume facility, operating system environments can be migrated from one physical

resource to another using the stop-and-copy approach. VMware products have also the

notion of “virtual appliances”, where a service is deployed together with an operating

system environment certified for this specific service.

High Availability in a Virtualised Environment

High Availability in a Virtualised Environment (HAVEN) [173] is a classification ap-

proach for high availability configurations in virtualised systems based on operational

virtual machine states and the respective life cycle. This classification encompasses sev-

eral checkpoint/restart schemes, including virtual machine states and state transitions,

based on the suspend/resume facility of system-level virtualisation solutions.

It is important to note that the IT and telecommunication industry typically deploys

exactly the same high availability solutions in virtualised systems as in non-virtualised

systems at the service-level, i.e., service-level replication protocols are used. This is pri-

marily due to the fact that system-level replication protocols, such as replicating an entire

virtual machine, have to deal with certain issues regarding possible non-deterministic be-
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haviour of the hypervisor and the operating system sitting on top of it. Replayability,

i.e., feeding a replica with a sequence of input messages to archive a specific state, is often

a requirement of active/hot-standby solutions and a must for any sort of state-machine

replication variant, such as dual-modular redundancy.

2.5 Summary

This Chapter evaluated previous work within the research context of this thesis. De-

tailed past and ongoing research and development for HPC head and service node high

availability included active/standby configurations using shared storage, active/standby

configurations using software state replication, and high availability clustering. Certain

pitfalls involving active/standby configurations using shared storage, such as backup cor-

ruption during failure, have been pointed out. There was no existing solution for HPC

head and service node high availability using symmetric active/active replication, i.e.,

state-machine replication.

Described techniques for HPC compute node high availability included checkpoint/re-

start, message logging, algorithm-based fault tolerance, and proactive fault avoidance.

The underlying software layer often relied on HPC head and service node high availability

for coordination and reconfiguration after a failure.

Examined distributed systems efforts focused on state-machine replication, process

group communication, virtual synchrony, distributed control, and practical Byzantine

fault tolerance. Many of the distributed systems mechanisms were quite advanced in

terms of communication protocol correctness and provided availability. There has been

much less emphasis on high performance.

Detailed IT and telecommunication industry solutions covered a wide range of high

availability configurations. The only two solutions using some variant of state-machine

replication were T2CP-AR and Stratus Continuous Processing, where T2CP-AR targets

TCP-based telecommunication services and Stratus Continuous Processing offers DMR

with hardware-supported instruction-level replication.
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Methods

This Chapter lays the theoretical ground work of this thesis by defining a modern service-

level high availability taxonomy, describing existing availability deficiencies in HPC sys-

tem architectures using a generalised model, and detailing methods for providing high

availability for services running on HPC system head and service nodes.

3.1 High Availability Taxonomy

In the following, principles, assumptions and techniques employed in providing high

availability in modern systems are explained. The content of this Section is based on

earlier work in refining a modern high availability taxonomy for generic computing sys-

tems [174, 175]. As part of this research effort, it has been adopted to the complexity

of HPC system architectures, enhanced with more precise definitions for active/standby

replication, and extended with definitions for active/active replication.

For completeness, the text of Section 3.1.1 has been copied from [174] with minor

corrections and added definitions for soft errors and hard errors. Section 3.1.3 also contains

greater parts from [174], while it extends on the original definitions for active/standby

replication, adds definitions for active/active replication, and omits the terms passive and

active replication.

3.1.1 Faults, Failures, and Outages

Conceptually, a fault can be described as an unexpected behaviour of a system and can

be classified as reproducible or non-reproducible. While a fault is any unexpected non-

compliance within the system, a failure is a fault that is externally visible to the end user.

The terms fault and failure are often used synonymously when a distinction between

visible and non-visible faults can‘t be observed.

High availability computing does not make this distinction as a software system can only

pre-empt or react to faults it already expects and can detect, i.e., faults that are visible
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either directly as abnormal system behaviour or through detection and event propagation.

There are many different causes for failures in HPC systems:

• Design errors can cause failures, since the system is not designed to correctly perform

the expected behaviour. Programming errors fit under this description as well as any

discrepancies between implementation, specification, and use cases. Such failures

are reproducible if the software itself is deterministic.

• System overloading can cause failures, since the system is being used in a way that

exceeds its resources to perform correctly. An example is a denial-of-service attack.

System overloading can also be triggered by using a system beyond its specification,

i.e., by a preceding design error.

• Wearing down can cause failures, since the system is exposed to mechanical or

thermal stress. Typical examples are power supply, processor, cooling fan, and disk

failures. They are typically non-reproducible with the original hardware as it gets

rendered unusable during the failure.

• Pre-emptive, protective measures of the system can also cause failures if the system

forces a failure in order to prevent permanent or more extensive damage. For ex-

ample, a system may automatically shut down if its processor heat monitor reports

unusually high temperature readings.

• Other causes for failures exist, such as race conditions between processes, distributed

deadlocks, and network transmission errors.

• Further causes are catastrophic events, such as earthquake, flood, hurricane, tornado,

and terrorist attack.

There is a differentiation between hard errors and soft errors. A hard error is related

to the failure of a hardware component that needs replacement, such as a failed memory

chip. A soft error is related to software or data corruption, such as a bit flip in a memory

chip, which can be resolved by simply restarting the system.

There is also a further distinction between benign and malicious (or Byzantine) failures.

While a benign failure, such as a disk crash, is an easily detectable event, a malicious fail-

ure, like in the Byzantine generals problem (Section 2.3.5) [131] or the earlier mentioned

denial-of-service attack, follows a malevolent plan. Extensive failure detection mecha-

nisms, like network intrusion detection for example, often use probabilistic approaches to

identify such failures.

The term outage (or downtime) is used to describe any kind of deviation from specified

system behaviour, whether it is expected or unexpected. All faults and failures can
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be categorised as unplanned outages, while intentional prevention of delivering specified

system functionality, such as to perform maintenance operations, software upgrades, etc.,

are planned outages.

3.1.2 Reliability Metrics

Reliability is the property of a component that defines its probability to perform its

intended function during a specified period of time, i.e., it provides information about the

failure-free time period. In contrast to availability (Sections 3.1.3 and 3.1.4), reliability

does not provide information about failure recovery, i.e., how well a component or system

deals with failures. Reliability metrics, such as failure rate λ and MTTF , are essential

aspects of availability metrics (Section 3.1.4).

The failure rate λ is the frequency at which an individual component experiences faults.

Given a large enough population of identical components, a failure rate for this population

can be observed that displays the “bathtub curve” (Figure 3.1) [175]. While the initial

usage period is characterised by a high but rapidly decreasing failure rate (infant mortality

phase), a roughly constant failure rate can be observed for a prolonged period of time.

Finally, the failure rate begins to increase again (wear-out phase).

6 High Availability Fundamentals • November 2000

For most electronic components, the MTBF and failure rate change during the life

cycle of a component, however, since the variance is small, it is safe to assume the

value is a constant. The component failure rate curve of a component’s life cycle is

known as a Bathtub Curve, see FIGURE 1.

FIGURE 1 Component Failure Rate Bathtub Curve

FIGURE 1 is a plot of hardware component failures over time and it demonstrates a

phenomenon known as infant mortality—where a component exhibits high failure

rate during the early stages of its life. To help ensure component failures are

detected early, manufacturers often subject components to a burn-in process

(literally, exposure to high temperatures).

Over time the failure rate gradually reduces until it approaches the constant rate—

which is maintained during its useful life. Eventually, the component enters the

wear-out stage of its life—in this stage, failures increase exponentially. It is

important to note that new technologies can exhibit a similar failure rate during the

early life and useful life time periods.

Common MTBF Misconceptions

MTBF is often confused with a component’s useful life, even though the two

concepts are not related in any way. For example, a battery may have a useful life of

four hours and have an MTBF of 100,000 hours. These figures indicate that in a

population of 100,000 batteries there will be approximately one battery failure every

hour during its four-hour life span. On the other hand, a 64-processor server

platform may last 50,000 hours before it enters its wear-out period while its MTBF

value may only be 2000 hours.

Useful Life
Wear-outEarly
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Figure 3.1: The “bathtub curve”: Failure rate for a given large enough population of
identical components [175]

Manufacturers often subject components to a “burn-in” phase before delivery to pro-

vide customers with products that have passed their infant mortality phase. Customers

requiring high availability also typically replace components before the wear-out phase be-

gins using manufacturer recommendations on component lifetime. Both are very common

procedures in the IT and telecommunication industry as well as in HPC. High availability

solutions mostly need to deal with the prolonged period of time where a constant failure

rate can be observed.

The reliability function R(t) of an individual component is the probability that it will

perform its intended function during a specified period of time 0 ≤ τ ≤ t (Equation 3.1),
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while its failure distribution function F (t) is the probability that it will fail during a

specified period of time 0 ≤ τ ≤ t (Equation 3.2) [176].

R(t) =
∫ ∞
t

f(τ)dτ, t ≤ τ ≤ ∞ (3.1)

F (t) =
∫ t

0
f(τ)dτ, 0 ≤ τ ≤ t (3.2)

The probability distribution of both functions is defined by f(τ), a probability density

function (PDF). The reliability function R(t) also defines a component‘s failure rate func-

tion λ(t) (Equation 3.1), and its MTTF (Equation 3.4) [176].

λ(t) =
f(t)

R(t)
=

f(t)∫∞
t f(τ)dτ

, 0 ≤ τ ≤ t (3.3)

MTTF =
∫ ∞
0

R(t)dt (3.4)

A normalized exponential PDF of λe−λt with a constant failure rate λ is typically

assumed for the prolonged centre period of the “bathtub curve”, which is not an exact

match, but close to empirical failure data. All these functions can be simplified to the

following terms [176]:

R(t) = e−λt (3.5)

F (t) = 1− e−λt (3.6)

λ(t) = λ (3.7)

MTTF =
1

λ
(3.8)

Individual components within a system may directly depend on each other, resulting

in a series subsystem. Individual components also may directly provide redundancy for

each other in form of a parallel subsystem. The reliability function R(t) of a n-series or

n-parallel subsystem is as follows [176]:

R(t)series =
n∏
i=1

Ri(t) (3.9)

R(t)parallel = 1−
n∏
i=1

(1−Ri(t)) (3.10)

Assuming an exponential PDF for component i of λe−λit with constant individual com-

ponent failure rates λi, these functions can be simplified to the following terms [176]:

R(t)series = e−λst, λs =
n∑
i=1

λi (3.11)
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R(t)parallel = 1−
n∏
i=1

(1− e−λit) (3.12)

The failure rate of a series subsystem is constant as the entire system stops functioning

upon a single failure. The failure rate of a parallel subsystem changes with each failure

of a redundant component as the system continues functioning. The MTTF of a n-

series subsystem with individual constant component failure rates λi and of a n-parallel

subsystem with an equal constant individual component failure rate λ is [176]:

MTTFseries =
1

λs
, λs =

n∑
i=1

λi =
n∑
i=1

1

MTTFi
(3.13)

MTTFparallel =
1

λ

n∑
i=1

1

i
= MTTFcomponent

n∑
i=1

1

i
(3.14)

While MTTF decreases with every component in a series subsystem due to dependency,

it increases with every component in a parallel subsystem due to redundancy. The MTTF

in a series subsystem can be close to 0 in a worst-case scenario, while it can be close to

2 ·MTTFcomponent in the best-case scenario for a parallel subsystem.

Note that these reliability metrics do not include any information about how well a

component or system deals with failures. A system‘s MTTF can be very low, yet its

availability can be very high due to efficient recovery.

3.1.3 Availability Domains and Configurations

Availability is a property that provides information about how well a component or system

deals with outages. It can be generalised into the following three distinctive domains.

Basic Availability

A system which is designed, implemented and deployed with sufficient components (hard-

ware, software, and procedures) to satisfy its functional requirements, but no more, has

basic availability. It will deliver the correct functionality as long as no failure occurs and

no maintenance operations are performed. In case of failures or maintenance operations,

a system outage may be observed.

High Availability

A system that additionally has sufficient redundancy in components (hardware, software,

and procedures) to mask certain defined failures, has high availability. There is a con-

tinuum of high availability configurations with this definition due to the ambiguity of
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the terms “sufficient”, “mask”, and “certain”. A further clarification of these ambiguous

terms follows.

“Sufficient”, is a reflection of the system’s requirements to tolerate failures. For comput-

ing systems, this typically implies a particular level of hardware and software redundancy

that guarantees a specific quality of service.

“Certain”, is a recognition of the fact that not all failures can or need to be masked.

Typically, high availability solutions mask the most likely failures. However, mission

critical applications, e.g., military, financial, healthcare, and telecommunication, may

mask even catastrophic failures.

“Masking” a fault implies shielding its external observation, i.e., preventing the oc-

currence of a failure. Since faults are defined as an unexpected deviation from specified

behaviour, masking a fault means that no deviations (or only precisely defined deviations)

from specified behaviour may occur. This is invariably achieved through a replication

mechanism appropriate to the component, a redundancy strategy. When a component

fails, the redundant component replaces it. The degree of transparency in which this

replacement occurs can lead to a wide variation of configurations:

• Manual masking requires human intervention to put the redundant component into

service.

• Cold standby requires an automatic procedure to put the redundant component into

service, while service is interrupted and component state is lost. A cold standby

solution typically provides hardware redundancy, but not software redundancy.

• Warm standby requires some component state replication and an automatic fail-over

procedure from the failed to the redundant component. The service is interrupted

and some service state is lost. A warm standby solution typically provides hardware

redundancy as well as some software redundancy. State is regularly replicated to the

redundant component. In case of a failure, it replaces the failed one and continues

to operate based on the previously replicated state. Only those component state

changes are lost that occurred between the last replication and the failure.

• Hot standby requires full component state replication and an automatic fail-over pro-

cedure from the failed to the redundant component. The service is interrupted, but

no component state is lost. A hot-standby solution provides hardware redundancy

as well as software redundancy. However, state is replicated to the redundant com-

ponent on any change, i.e., it is always up-to-date. In case of a failure, it replaces

the failed one and continues to operate based on the current state.
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Manual masking is a rarely employed configuration for computing systems as it needs

human intervention. Cold, warm and hot standby are active/standby configurations com-

monly used in high availability computing. The number of standby components may be

increased to tolerate more than one failure at a time. The following active/active config-

urations require more than one redundant system component to be active, i.e., to accept

and execute state change requests.

• Asymmetric active/active requires two or more active components that offer the

same capabilities at tandem without coordination, while optional standby compo-

nents may replace failing active components. Asymmetric active/active provides

high availability with improved throughput performance. While it is heavily used

in the telecommunication sector for stateless components (n + 1 and n + m high

availability clustering, Sections 2.1.3 and 2.4), it has limited use cases due to the

missing coordination between active components.

• Symmetric active/active requires two or more active components that offer the same

capabilities and maintain a common global component state using state-machine

replication (Section 2.3.1), virtual synchrony (Section 2.3.3), or distributed control

(Section 2.3.4), i.e., using a state change commit protocol. There is no interruption

of service and no loss of state, since active services run in virtual synchrony without

the need to failover.

Continuous Availability

A system that has high availability properties and additionally applies these to planned

outages as well, has continuous availability. This implies a masking strategy for planned

outages, such as maintenance. Furthermore, a service interruption introduced by a high

availability solution is a planned outage that needs to be dealt with as well. Continuous

availability requires complete masking of all outages.

Application areas are typically mission critical, e.g., in the military, financial, health-

care, and telecommunication sectors. Employed technologies range from hot standby with

transparent fail-over and multiple standbys to active/active.

3.1.4 Availability Metrics

A systems availability can be between 0 and 1 (or 0% and 100% respectively), where 0

stands for no availability, i.e., the system is inoperable, and 1 means continuous avail-

ability, i.e., the system does not have any outages. Availability, in the simplest form,
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describes a ratio of system uptime tup and downtime tdown:

A =
tup

tup + tdown
(3.15)

Availability can be calculated (Equation 3.16) based on a systems MTTF and MTTR.

While the MTTF is the average interval of time that a system will operate before a failure

occurs, the MTTR of a system is the average amount of time needed to repair, recover, or

otherwise restore its service. However, there is a distinction between MTTF and MTBF ,

which is the average interval of time in which any failure occurs again. A systems MTBF

covers both, MTTF and MTTR (Equation 3.17). The estimated annual unplanned

downtime of a system in terms of hours tdown can be calculated using its availability

(Equation 3.18). Planned outages may be included by respectively adjusting MTTF and

MTTR.

A =
MTTF

MTTF +MTTR
=

1

1 + MTTR
MTTF

(3.16)

MTBF = MTTF +MTTR (3.17)

tdown = 365 · 24 · (1− A) (3.18)

A system is often rated by the number of 9s in its availability figure (Table 3.1). For

example, a system that has a five-nines availability rating, has 99.999% availability and

an annual downtime of 5 minutes and 15.4 seconds. This rating is commonly used for

mission critical systems, e.g., military, financial, healthcare, and telecommunication.

9s Availability Annual Downtime
1 90% 36 days, 12 hours
2 99% 87 hours, 36 minutes
3 99.9% 8 hours, 45.6 minutes
4 99.99% 52 minutes, 33.6 seconds
5 99.999% 5 minutes, 15.4 seconds
6 99.9999% 31.5 seconds

Table 3.1: Availability measured by the “nines”

The availability of a system depends on the availability of its individual components.

System components can be coupled serial, e.g., component 1 depends on component 2,

or parallel, e.g., component 3 is entirely redundant to component 4. The availability of

n-series or n-parallel component compositions is as follows:

Aseries =
n∏
i=1

Ai (3.19)
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Aparallel = 1−
n∏
i=1

(1− Ai) (3.20)

The availability of n-series or n-parallel component compositions with equal individual

component availability Acomponent is as follows:

Aseries = Ancomponent (3.21)

Aparallel = 1− (1− Acomponent)n (3.22)

The more dependent, i.e., serial, components a system has, the less availability it pro-

vides. The more redundant, i.e., parallel, components a system has, the more availabil-

ity it offers. High availability systems are build upon adding redundant components

to increase overall system availability. Automatic redundancy solutions, such as ac-

tive/standby (Section 3.1.3), employ parallel subsystems with equal component failure

rates (Section 3.1.2) in series with a fault detection and reconfiguration software subsys-

tem residing on one or more components.

Assuming an equal individual component MTTFcomponent based on observed failure

rate, an equal individual component MTTRcomponent based on the time it takes to manu-

ally replace a component, and an equal individual component MTTRrecovery based on the

time it takes to automatically recover from a component failure, the availability Aredundancy

of an automatic n-redundancy solution can be calculated based on a parallel component

composition for the n redundant components in series with the fault detection and recon-

figuration software subsystem residing on m components as follows:

Aredundancy = [1− (1− Acomponent)n]Areconfiguration (3.23)

Acomponent =
MTTFcomponent

MTTFcomponent +MTTRcomponent

=
1

1 + MTTRcomponent

MTTFcomponent

(3.24)

Areconfiguration =
1
m
MTTFcomponent

1
m
MTTFcomponent +MTTRrecovery

=
1

1 +m MTTRrecovery

MTTFcomponent

(3.25)

The distinction between n and m is a result of the fact that the MTTF of the soft-

ware subsystem depends on the series component composition (Equation 3.13) for which

MTTRrecovery is observed. m = 1 for active/warm-standby, while m = n for active/hot-

standby and symmetric active/active due to consistency requirements. MTTRrecovery is

the primary quality of service metric for a high availability method with an automatic

recovery procedure. The faster recovery takes place, the higher availability is provided.

Efficient redundancy strategies focus on a low MTTRrecovery. They also target a low

replication overhead during failure-free operation as a secondary quality of service metric.
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3.1.5 Fail-Stop

The failure model is an important aspect of high availability as it defines the scope of

failures that are masked.

The fail-stop model assumes that system components, such as individual services, nodes,

and communication links, fail by simply stopping. Employed failure detection and recov-

ery mechanisms only work correctly in case of hard errors or catastrophic soft errors, i.e.,

benign failures (Section 3.1.1). Redundancy solutions based on this model do not guaran-

tee correctness if a failing system component violates this assumption by producing false

output due to an occurring soft error or a system design error.

The work presented in this thesis is entirely based on the fail-stop model, since HPC

system nodes typically exhibit this behaviour. Furthermore, HPC is a performance sen-

sitive application area and Byzantine fault tolerance mechanisms (Section 2.3.5) that

handle all kinds of failures, including malicious failures and non-catastrophic soft errors

(Section 3.1.1), incur a higher performance overhead during normal operation due to the

extra measures employed to catch incorrect process behaviour. Fail-stop behaviour can

also be enforced to a certain degree by immediately fencing off failed or incorrect system

components (Section 2.1.4) to avoid further disruption.

3.2 System Architecture

In the following, the design and properties of current HPC system architectures are exam-

ined and generalised. In this context, availability deficiencies are identified and classified.

3.2.1 HPC System Architectures

The emergence of cluster computing in the late 90’s made scientific computing not only

affordable to everyone using commercial off-the-shelf (COTS) hardware, it also introduced

the Beowulf cluster system architecture (Figure 3.2) [177–180] with its single head node

controlling a set of dedicated compute nodes. In this architecture, head node, compute

nodes, and interconnects can be customised to their specific purpose in order to improve

efficiency, scalability, and reliability. Due to its simplicity and flexibility, many supercom-

puting vendors adopted the Beowulf architecture either completely in the form of HPC

Beowulf clusters or in part by developing hybrid HPC solutions.

Most architectures of today‘s HPC systems have been influenced by the Beowulf cluster

system architecture. While they are designed based on fundamentally different system

architectures, such as vector, massively parallel processing (MPP), and single-system
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Figure 3.2: Traditional Beowulf cluster system architecture

image (SSI), the Beowulf cluster computing trend has led to a generalised architecture

for HPC systems.

In this generalised HPC system architecture (Figure 3.3), a number of compute nodes

perform the actual parallel computation, while a head node controls the system and acts

as a gateway to users and external resources. Optional service nodes may offload specific

head node responsibilities in order to improve performance and scalability. For further

improvement, the set of compute nodes may be partitioned (Figure 3.4), tying individual

service nodes to specific compute node partitions. However, a system‘s architectural

footprint is still defined by its compute node hardware and software configuration as well

as the compute node interconnect.
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Figure 3.3: Generic modern HPC system architecture

System software, such as OS and middleware, has been influenced by this trend as well,

but also by the need for customisation and performance improvement. Similar to the

Beowulf cluster system architecture, system-wide management and gateway services are

provided by head and service nodes.

However, in contrast to the original Beowulf cluster system architecture with its “fat”

compute nodes running a full OS and a number of middleware services, today‘s HPC

systems typically employ “lean” compute nodes (Figure 3.5) with a basic OS and only

a small amount of middleware services, if any middleware at all. Certain OS parts and

middleware services are provided by service nodes instead.
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Figure 3.5: Traditional fat vs. modern lean compute node software architecture

The following paragraph is an overview description from the Cray XT4 documenta-

tion [181] that illustrates this recent trend in HPC system architectures:

The XT4 is the current flagship MPP system of Cray. Its design builds upon a single

processor node, or processing element (PE). Each PE is comprised of one AMD micropro-

cessor (single, dual, or quad core) coupled with its own memory (1-8 GB) and dedicated

communication resource. The system incorporates two types of processing elements: com-

pute PEs and service PEs. Compute PEs run a lightweight OS kernel, Catamount [182–

184], that is optimised for application performance. Service PEs run standard SUSE

Linux [185] and can be configured for I/O, login, network, or system functions. The

I/O system uses the highly scalable Lustre [41–43] parallel file system. Each compute
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blade includes four compute PEs for high scalability in a small footprint. Service blades

include two service PEs and provide direct I/O connectivity. Each processor is directly

connected to the interconnect via its Cray SeaStar2 routing and communications chip

over a 6.4 GB/s HyperTransport path. The router in the Cray SeaStar2 chip provides six

high-bandwidth, low-latency network links to connect to six neighbours in the 3D torus

topology. The Cray XT4 hardware and software architecture is designed to scale steadily

from 200 to 120,000 processor cores.

The Cray XT4 system architecture with its lean compute nodes is not an isolated case.

For example, the IBM Blue Gene [33, 34] solution also uses a lightweight compute node

OS together with service nodes. In fact, the Compute Node Kernel (CNK) on the IBM

Blue Gene forwards most Portable Operating System Interface (POSIX) [186] calls to the

service node for execution using a lightweight RPC [187].

System software solutions for modern HPC architectures, as exemplified by the Cray

XT4 and the IBM Blue Gene, need to deal with certain architectural limitations. For ex-

ample, the compute node OS of the Cray XT4, Catamount, is a non-POSIX lightweight

OS, i.e., it does not provide multiprocessing, sockets, and other POSIX features. Fur-

thermore, compute nodes do not have direct attached storage (DAS), instead they access

networked file system solutions via I/O service nodes.

3.2.2 Availability Deficiencies

Due to the fact that a HPC system depends on each of its nodes and on the network to

function properly, i.e., all HPC system components are interdependent (serially coupled,

Section 3.1.4), single node or network failures trigger system-wide failures. The availability

of a HPC system may be calculated (Equation 3.26) using the availability of its individual

components, such as of its nodes n, network links l, and network routers r. However, this

model is simplistic as it does not include any external dependencies, such as electrical

power, thermal cooling, and network access.

A =
N∏
n=1

An
L∏
l=1

Al
R∏
r=1

Ar (3.26)

Individual availability deficiencies, i.e., deficient components, of any type of system can

be categorised by their system-wide impact into: single points of failure and single points

of control. A failure at a single point of failure interrupts the entire system. However, the

system is able to continue to partially function properly after reconfiguration (recovery)

into a degraded operating mode. Such reconfiguration may involve a full or partial restart

of the system. A failure at a single point of control interrupts the entire system and
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additionally renders the system useless until the failure has been repaired.

Partial or complete loss of state may occur in case of any failure. For HPC systems, there

is a distinction between system state and application state. While system state consists of

the states of all system services including related OS state, application state comprises of

the process states of a parallel application running on a HPC system, including dependent

system state, such as communication buffers (in-flight messages).

In the following, individual single points of failure and single points of control of HPC

systems are described. The notion of critical system services is introduced and their

impact on system availability is discussed. The role of individual HPC system nodes is

examined in more detail

Critical System Services

HPC systems run critical and non-critical system services on head, service, and compute

nodes, such as job and resource management, communication services, and file system

metadata services, permitting applications to perform computational jobs in parallel on

the compute nodes using the interconnect for messaging.

A service is critical to its system if it can‘t operate without it. Any such critical system

service is a single point of failure and control for the entire HPC system. As long as

one of them is down, the entire HPC system is not available. Critical system services

may cause a loss of system and application state in case of a failure. If a critical system

service depends on another service, this other service is an additional point of failure and

control for the critical system service and therefore also a critical system service by itself.

Dependent critical system services do not necessarily reside at the same physical location,

i.e., not on the same node. Any node and any network connection a critical system service

depends on is an additional point of failure and control for the critical system service and

therefore also for the entire HPC system.

A service is non-critical to its system if it can operate without it in a degraded mode.

Any such non-critical system service is still a single point of failure for the entire HPC

system. Non-critical system services may also cause a loss of system and application state

in case of a failure.

A system partition service is critical to its system partition if it can‘t operate without

it. Any such service is a single point of failure and control for the respective partition

it belongs to. If the system is not capable of operating in a degraded mode, any such

critical system partition service is also a critical system service. However, if the system

is capable of operating in a degraded mode, any such critical system partition service is

also a non-critical system service.

Typical critical HPC system services are: user login, network file system (I/O forward-
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ing, metadata, and storage), job and resource management, communication services, and

in some cases the OS or parts of the OS itself, e.g., for SSI systems. User management,

software management, and programming environment are usually non-critical system ser-

vices, while network file system I/O forwarding and communication services are typical

critical system partition services.

Head Node

If a system has a head node running critical system services, this head node is a single

point of failure and control for the entire HPC system. As long as it is down, the entire

HPC system is not available. A head node failure may cause a loss of system and appli-

cation state. A typical head node on HPC systems may run the following critical system

services: user login, job and resource management, and network file system metadata and

storage. It may also run the following non-critical services: user management, software

management, and programming environment.

Most HPC systems employ a head node, such as clusters, e.g., IBM MareNostrum [188],

vector machines, e.g., Cray X1 [189], MPP systems, e.g., Cray XT4 [181], and SSI solu-

tions, e.g., SGI Altix [190].

Service Nodes

If a system employs service nodes running critical system services, any such service node

is a single point of failure and control for the entire HPC system. As long as one of

them is down, the entire HPC system is not available. Similar to a head node failure,

a service node failure may cause a loss of system and application state. If a system has

service nodes running non-critical system services, any such service node is a single point

of failure for the entire system. A failure of a service node running non-critical system

services may still cause a loss of system and application state.

Service nodes typically offload head node system services, i.e., they may run the same

critical and non-critical system services. Most of the advanced HPC systems currently in

use employ service nodes, e.g., Cray X1 [189], Cray XT4 [181], IBM Blue Gene [33, 34],

and IBM MareNostrum [188].

Partition Service Nodes

If a system has partition service nodes running critical system partition services, any such

partition service node is a single point of failure and control for the respective HPC system

partition it belongs to. As long as any such partition service node is down, the respective

HPC system partition of the system is not available. Similar to a service node failure,
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a partition service node failure may cause a loss of system and application state. If the

system is not capable of operating in a degraded mode, any such partition service node

is a single point of failure and control for the entire HPC system. As long as any one of

them is down, the entire HPC system is not available.

Partition service nodes typically offload critical head/service node system services, but

not non-critical system services. They can be found in more advanced large-scale cluster

and MPP systems, e.g., Cray XT4 [181] and IBM Blue Gene [33, 34]. Furthermore,

federated cluster solutions use head nodes of individual clusters as partition service nodes,

e.g., NASAs SGI Altix Supercluster Columbia [191].

Compute Nodes

Each compute node running critical system services is a single point of failure and control

for the entire HPC system. As long as any such compute node is down, the entire HPC

system is not available. A failure of a compute node running critical system services may

cause a loss of system and application state. Each compute node not running critical

system services is still a single point of failure for the entire HPC system. If the system is

not capable of operating in a degraded mode, any such compute node is a single point of

failure and control for the entire HPC system. As long as one of them is down, the entire

HPC system is not available. A failure of a compute node not running critical system

services may cause a loss of application state, but not a loss of system state.

Compute nodes that do run critical system services may be found in some HPC systems.

Sometimes communication services and in some cases the OS are critical system services

running on compute nodes, e.g., in SSI systems, like SGI‘s Altix [190]. Compute nodes

that do not run critical system services can be found in most HPC systems, similar to

partition compute nodes that do not run critical system services (following Section).

Partition Compute Nodes

Each partition compute node running critical system partition services is a single point of

failure and control for the respective HPC system partition it belongs to. As long as any

such partition compute node is down, the respective partition of the HPC system is not

available. Similar to a failure of a compute node, a failure of a partition compute node

running critical system services may cause a loss of system and application state. If the

system is not capable of operating in a degraded mode, any partition compute node is a

single point of failure and control for the entire HPC system. As long as any one of them

is down, the entire HPC system is not available.

Each partition compute node not running critical system services is still a single point of
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failure for the respective partition it belongs to. If the system is not capable of operating

in a degraded mode, any such compute node is a single point of failure and control for the

entire system. A failure of a partition compute node not running critical system services

may cause a loss of application state, but not a loss of system state.

Partition compute nodes may run the same critical system services that run on normal

compute nodes. Partition compute nodes that do run critical system services can be found

in federated SSI solutions, e.g., NASAs SGI Altix Supercluster Columbia [191], where each

partition is a SSI system. Partition compute nodes that do not run critical system services

can be found in more advanced large-scale MPP systems, e.g., Cray XT4 [181] and IBM

Blue Gene [33, 34].

System Scale

Theory (Equation 3.26) and recent empirical studies [2, 3] show that the availability

of a system decreases proportionally with its number of dependent (serial) components.

Additionally, the MTTR of a system grows with the number of its components, if the

recovery involves reconfiguration of the entire system and not just of the single failed

component.

The more nodes a HPC system consists of, the more frequent is the occurrence of failures

and the more time is needed for a system-wide recovery, such as restart from a checkpoint

(Section 2.2.1). Moreover, the total number of nodes in a HPC system also negatively

influences the efficiency of recovery strategies during normal operation. Checkpointing a

HPC system needs to be counted as planned outage and will take longer the more nodes

are involved.

Section 1.2 already referred to two studies [20, 21] performed at Los Alamos National

Laboratory that estimate MTBF and recovery overhead on next-generation large-scale

HPC systems. Extrapolating from current HPC system performance, scale, and overall

system MTTF, the first study suggests that the MTBF will fall to only 1.25 hours of

useful computation on a 1 PFlop/s next-generation supercomputer. It also estimates

that more than 60% of the processing power (and investment) may be lost due to the

overhead of dealing with reliability issues. The second study estimates a MTTF of 1.5

hours for non-recoverable radiation-induced soft errors (double-bit memory or single-bit

logic error) on a Cray XD1 system [22] with the same number of processors as the ASCI

Q system [23], with almost 18,000 FPGAs and 16,500 GB of ECC memory.

60



3 Taxonomy, Architecture, and Methods

3.3 High Availability Methods

Previous work on providing high availability for HPC head and service nodes (Section 2.1)

relies on service-level solutions and customised replication environments, resulting in in-

sufficient reuse of code. This causes not only rather extensive development efforts for each

new high availability method and service, but also makes their correctness validation an

unnecessary repetitive task. Furthermore, replication techniques can‘t be seamlessly in-

terchanged for a specific service in order to find the most appropriate solution based on

quality of service requirements.

In the following, a more generic approach toward service-level high availability for HPC

head and service nodes is presented to alleviate and eventually eliminate these issues. In

a first step, a conceptual service model is defined. In a second step, various service-level

high availability methods and their properties are described based on this model. In

a third step, individual service-level high availability methods are compared with each

other with regards to their performance overhead and provided availability. Similarities

and differences in their programming interfaces are examined as well.

3.3.1 Service Model

A more generic approach toward service-level high availability relies on the definition of a

service as a communicating process (Figure 3.6), which interacts with other local or remote

clients, services, and users via an input/output interface, such as network connection(s),

command line interface(es), and/or other forms of inter-process and user communication.

Interaction is performed using input messages, such as network messages, command line

executions, etc., which may trigger output messages to the interacting clients, services,

and users in a request/response fashion, or to other clients, services, and users in a

trigger/forward fashion.
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1, rp
2 rp

3, ...

Query Messages:
qp

1,1,qp
1,2, qp

2,1 qp
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1,1,1, op
1,2,1, op

2,1,1, 
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3,1,1, op
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1,1,op
1,2, op

3,1 ,op
3,2, ...
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Dependent Clients, 
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User ..
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User ..

Service ..Client ..

Dependent Clients, 
Services, and Users

User ..

Service ..Service ..

User ..

Figure 3.6: Generic service model
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While a stateless service does not maintain internal state and reacts to input with

a predefined output independently of any previous input, stateful services do maintain

internal state and change it accordingly to input messages. Stateful services perform state

transitions and produce output based on a deterministic state machine.

However, non-deterministic service behaviour may be caused by non-deterministic ser-

vice input, such as by a system timer sending input messages signalling a specific timeout

or time. If a stateless or stateful service relies on such a non-deterministic component

invisible to the outside world it is considered non-deterministic. Examples for sources of

non-determinism are:

• unsynchronised random number generators,

• unsynchronised timers,

• uncoordinated multiplexed I/O, e.g., select with multiple file descriptors, and

• uncoordinated multithreading, e.g., uncoordinated read/write in multiple threads.

Non-deterministic service behaviour has serious consequences for service-level replica-

tion techniques for stateful services as deterministic replay using the same input messages

can‘t be guaranteed, i.e., using the same input messages two identical services may reach

different state and/or may produce different output.

Sources of non-determinism may be eliminated by forcing determinism onto them, such

as by synchronising timers and random number generators across nodes or by coordinating

I/O accesses and threads within a service.

As most services in HPC systems are stateful and deterministic, like for example the

parallel file system metadata service, we will explore their conceptual service model and

service-level high availability programming models. Non-determinism, such as displayed

by a batch job management system, may be avoided by configuring the service to behave

deterministic, for example by using a deterministic batch job scheduling policy or by

synchronising timers across head nodes.

The state of service p at step t is defined as Stp, and its initial state as S0
p . A state

transition from St−1
p to Stp is triggered by request message rtp processed by service p at step

t − 1, such that request message r1
p triggers the state transition from S0

p to S1
p . Request

messages are processed in order at the respective service state, such as that service p

receives and processes the request messages r1
p, r

2
p, r

3
p, . . . . There is a linear history of

state transitions S0
p , S

1
p , S

2
p , . . . in direct context to a linear history of request messages

r1
p, r

2
p, r

3
p, . . . .

Service state remains unmodified when processing the xth query message qt,xp by service

p at step t. Multiple query messages may be processed at the same service state out of
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order, such as that service p processes the query messages rt,3p , rt,1p , rt,2p , . . . , previously

received as rt,1p , rt,2p , rt,3p , . . . .

Each processed request message rtp may trigger any number of y output messages . . . ,

ot,y−1
p , ot,yp related to the specific state transition St−1

p to Stp, while each processed query

message qt,xp may trigger any number of y output messages . . . , ot,x,y−1
p , ot,x,yp .

A deterministic service always has replay capability, i.e., different instances of a service

have the same state if they have the same linear history of request messages. Furthermore,

not only the current state, but also past service states may be reproduced using the

respective linear history of request messages.

A service may provide an interface to atomically obtain a snapshot of the current

state using a query message qt,xp and its output message ot,x,1p , or to atomically overwrite

its current state using a request message rtp with an optional output message ot,1p as

confirmation. Both interface functions are needed for service state replication.

The failure mode of a service is fail-stop (Section 3.1.4), i.e., the service itself, its

node, or its communication links, fail by simply stopping. Appropriate failure detection

mechanisms may be deployed to assure fail-stop behaviour in certain cases, such as to

detect incomplete, garbled, or otherwise erroneous messages.

The availability Acomponent of a service can be calculated based on its MTTFcomponent

and MTTRcomponent (Equation 3.16 in Section 3.1.4). The availability Aredundancy of a

service redundancy solution can be calculated based on MTTFcomponent, MTTRcomponent,

MTTRrecovery, n, and m (Equation 3.23 in Section 3.1.4). MTTRrecovery, i.e., the time

it takes to automatically recover from a component failure, is the primary quality of

service metric. The goal of the following service replication mechanisms is to provide for

service redundancy with a low MTTRrecovery. The availability of a service approaches 1,

i.e., 100%, if MTTRrecovery approaches 0. A low replication overhead during failure-free

operation is a secondary quality of service metric.

3.3.2 Active/Standby Replication

In the active/standby replication method for service-level high availability, at least one

additional standby service B is monitoring the primary service A for a fail-stop event and

assumes the role of the failed active service when detected. The standby service B should

preferably reside on a different node, while fencing the node of service A after a detected

failure to enforce the fail-stop model (node fencing, Section 2.1.4).

Service-level active/standby replication (Figure 3.7) is based on assuming the same

initial states for the primary service A and the standby service B, i.e., S0
A = S0

B, and

on replicating the service state from the primary service A to the standby service B by
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guaranteeing a linear history of state transitions. This can be performed in two distinctive

ways, as active/warm-standby and active/hot-standby replication.
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3, ...
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Figure 3.7: Active/standby method

In the warm-standby replication method, service state is replicated regularly from the

primary service A to the standby service B in a consistent fashion, i.e., the standby

service B assumes the state of the primary service A once it has been transferred and

validated. Replication may be performed by the primary service A using an internal

trigger mechanism, such as a timer, to atomically overwrite state of the standby service

B. It may also be performed in the reverse form by the standby service B using a similar

trigger mechanism to atomically obtain a snapshot of the state of the primary service A.

The latter case already provides a failure detection mechanism using a timeout for the

response from the primary service A.

A failure of the primary service A triggers the fail-over procedure to the standby service

B, which becomes the new primary service A′ based on the last replicated state. Since

the warm-standby method does assure a linear history of state transitions only up to the

last replicated service state, all dependent clients, services, and users need to be notified

about a possible service state rollback. However, the new primary service A′ is unable to

verify by itself if a rollback has occurred.

In the hot-standby method, service state is replicated on change from the primary

service A to the standby service B in a consistent fashion, i.e., using a commit protocol,

in order to provide a fail-over capability without state loss. Service state replication is

performed by the primary service A when processing request messages. A previously

received request message rtA is forwarded by the primary service A to the standby service

B as request message rtB. The standby service B replies with an output message ot,1B as

an acknowledgement and performs the state transition St−1
B to StB without generating any

output. The primary service A performs the state transition St−1
A to StA and produces

output accordingly after receiving the acknowledgement ot,1B from the standby service B
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or after receiving a notification of a failure of the standby service B.

A failure of the primary service A triggers the fail-over to the standby service B, which

becomes the new primary service A′ based on the current state. In contrast to the warm-

standby replication method, the hot-standby method does guarantee a linear history of

state chance transitions up to the current state. However, the primary service A may have

failed before sending all output messages . . . , ot,y−1
A , ot,yA for an already processed request

message rtA. Furthermore, the primary service A may have failed before sending all output

messages . . . , ot,x−1,y−1
A , ot,x−1,y

A , ot,x,y−1
A , ot,x,yA for previously processed query messages . . . ,

qt,x−1
A , qt,xA . All dependent clients, services, and users need to be notified that a fail-over has

occurred. The new primary service A′ resends all output messages . . . , ot,y−1
A′ , ot,yA′ related

to the previously processed request message rtA′ , while all dependent clients, services, and

users ignore duplicated output messages. Unanswered query messages . . . , qt,x−1
A , qt,xA are

reissued to the new primary service A′ as query messages . . . , qt,x−1
A′ , qt,xA′ by dependent

clients, services, and users.

The active/standby method always requires to notify dependent clients, services, and

users about the fail-over. Active/standby replication also always implies a certain inter-

ruption of service until a failure has been detected and a fail-over has been performed.

The MTTRrecovery of the active/warm-standby method depends on the time to detect a

failure, the time needed for fail-over, time to reconfigure client connections, and the time

needed by clients and service to catch up based on the last replicated service state. The

MTTRrecovery of the active/hot-standby method only depends on the time to detect a

failure, the time needed for fail-over, and the time to reconfigure client connections.

The only performance impact of the active/warm-standby method is the atomic ser-

vice state snapshot, which briefly interrupts the primary service. The active/hot-standby

method adds communication latency to every request message, as forwarding to the sec-

ondary node and waiting for the respective acknowledgement is needed. This overhead

can be expressed as CL = 2lA,B, where lA,B is the communication latency between the

primary service A and the standby service B. An additional communication latency and

throughput overhead may be introduced if the primary service A and the standby service

B are not connected by a dedicated communication link equivalent to the communication

link(s) of the primary service A to all dependent clients, services, and users.

Using multiple standby services B, C, . . . may provide higher availability as more re-

dundancy is provided. However, consistent service state replication to the n− 1 standby

services B, C, . . . requires fault tolerant multicast capability, i.e., service group mem-

bership management and reliable multicast (Section 2.3.2). The introduced overhead

directly depends on the protocol and may be O(log2(n)) in the best case. Furthermore, a

priority-based fail-over policy, e.g., A to B to C to . . . , is needed as well.
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3.3.3 Asymmetric Active/Active Replication

In the asymmetric active/active replication method (Figure 3.8), two or more active ser-

vices A, B, . . . provide essentially the same service capability at tandem without state

coordination, while optional standby services α, β, . . . in an n+ 1 or n+m configuration

may replace failing active services. There is no synchronisation or replication between the

active services.
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Figure 3.8: Asymmetric active/active method

Service state replication is only performed from the active services A, B, . . . to the

optional standby services α, β, . . . in an active/standby fashion as previously explained.

The only additional requirement is a priority-based fail-over policy, e.g., A > B > . . ., if

there are more active than standby services (n > m), and load balancing for using the

active services at tandem.

Load balancing of request and query messages needs to be performed at the granularity

of user/service groups, as there is no coordination between active services. Individual

active services may be assigned to specific user/service groups in a static load balancing

scenario. A more dynamic solution is based on sessions, where each session is a time

segment of interaction between user/service groups and specific active services. Sessions

may be assigned to active services at random, using specific networking hardware, or using

a separate service. However, introducing a separate service for session scheduling adds a

dependency to the system, which requires its own redundancy strategy.

Similar to the active/standby method, the asymmetric active/active replication method

requires notification of dependent clients, services, and users about a fail-over and about

an unsuccessful priority-based fail-over.

It also always implies a certain interruption of a specific active service until a failure

has been detected and a fail-over has been performed. The MTTRrecovery for a a specific

active service depends on the active/standby replication strategy. However, other active
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services are available during a fail-over, which interact with their specific user/service

groups and sessions and respond to new user/service groups and sessions.

The performance of single active services in the asymmetric active/active replication

method is equivalent to the active/standby case. However, the overall service provided

by the active service group A, B, . . . allows for a higher throughput performance and

respectively for a lower respond latency under high-load conditions due to the availability

of more resources and load balancing.

3.3.4 Symmetric Active/Active Replication

In the symmetric active/active replication method for service-level high availability (Fig-

ure 3.9), two or more active services A, B, . . . offer the same capabilities and maintain a

common global service state.
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Figure 3.9: Symmetric active/active method

Service-level symmetric active/active replication is based on assuming the same initial

states for all active services A, B, . . . , i.e., S0
A = S0

B = . . ., and on replicating the ser-

vice state by guaranteeing a linear history of state transitions using virtual synchrony

(Section 2.3.3). Service state replication among the active services A, B, . . . is performed

by totally ordering all request messages rtA, rtB, . . . and reliably delivering them to all

active services A, B, . . . . A process group communication system (Section 2.3.2) is used

to perform total message order, reliable message delivery, and service group membership

management. Furthermore, consistent output messages ot,1A , ot,1B , . . . related to the specific

state transitions St−1
A to StA, St−1

B to StB, . . . produced by all active services A, B, . . . is

unified either by simply ignoring duplicated messages or by using the process group com-

munication system for a distributed mutual exclusion. The latter is required if duplicated

messages can‘t be simply ignored by dependent clients, services, and users.
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If needed, the distributed mutual exclusion is performed by adding a local mutual exclu-

sion variable and its lock and unlock functions to the active services A, B, . . . . However,

the lock has to be acquired and released by routing respective multicast request messages

rtA,B,... through the process group communication system for total ordering. Access to

the critical section protected by this distributed mutual exclusion is given to the active

service sending the first locking request, which in turn produces the output accordingly.

Dependent clients, services, and users are required to acknowledge the receiving of output

messages to all active services A, B, . . . for internal bookkeeping using a reliable multicast.

In case of a failure, the membership management notifies everyone about the orphaned

lock and releases it. The lock is reacquired until all output is produced accordingly to a

state transition. A distributed mutual exclusion implies a high overhead lock-step mech-

anism for exact-once output delivery. It should be avoided whenever possible. Message

duplication and respective filters at the receiving end should be used instead.

The number of active services is variable at runtime and can be changed by either

forcing an active service to leave the active service group or by joining a new service with

the service group. Forcibly removed services or failed services are simply deleted from the

service group membership without any additional reconfiguration. Multiple simultaneous

removals or failures are handled as sequential ones in the order they occur or based on

a predetermined priority. New services join the service group by atomically overwriting

their service state with the service state snapshot from a service group member, e.g., StA,

before receiving following request messages, e.g., rt+1
A , rt+2

A , . . . .

Query messages qt,xA , qt,xB , . . . may be send directly to respective active services through

the process group communication system to assure total order with conflicting request

messages, but without replicating them across all service group members. Related output

messages . . . , ot,x,y−1
A , ot,x,yA , ot,x,y−1

B , ot,x,yB are sent directly to the dependent service or

user. In case of a failure, unanswered query messages, e.g., . . . , qt,x−1
A , qt,xA , are reissued by

dependent clients, services, and users to a different active service, e.g., B, in the service

group as query messages, e.g., . . . , qt,x−1
B , qt,xB .

The symmetric active/active method also always requires to notify dependent clients,

services, and users about failures in order to reconfigure their access to the service group

through the process group communication system and to reissue outstanding queries.

There is no interruption of service and no loss of state as long as one active service is

alive, since active services run in virtual synchrony without the need for extensive recon-

figuration. The MTTRrecovery only depends on the time to reconfigure client connections.

However, the process group communication system introduces a latency overhead, which

increases with the number of active nodes n. This overhead may be in the best case 2lA,B

for two active services and O(log2(n)) for more.
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3.3.5 Comparison

All presented service-level high availability methods show certain interface and behaviour

similarities. They all require to notify dependent clients, services, and users about failures.

Transparent masking of this requirement may be provided by an underlying adaptable

framework, which keeps track of active services, their current high availability method,

fail-over and rollback scenarios, message duplication, and unanswered query messages.

The requirements for service interfaces in these service-level high availability methods

are also similar. A service must have an interface to atomically obtain a snapshot of

its current state and to atomically overwrite its current state. Furthermore, for the

active/standby service-level high availability method, a service must either provide the

described special standby mode for acknowledging request messages and muting output,

or an underlying adaptable framework needs to emulate this capability.

The internal algorithms of the active/hot-standby and the symmetric active/active

service-level high availability methods are equivalent for reliably delivering request mes-

sages in total order to all standby or active services. In fact, the active/hot-standby

service-level high availability method uses a centralised process group communication

commit protocol with fail-over capability for the central message sequencer. However, the

overhead for active/hot-standby is typically lower as only one service is active.

Based on the presented conceptual service model and service-level high availability

methods, active/warm-standby provides the lowest runtime overhead in a failure-free

environment and the highest recovery impact in case of a failure (Table 3.2). Con-

versely, symmetric active/active together with active/hot-standby offer the lowest recov-

ery impact, while symmetric active/active incurs the highest runtime overhead. However,

this comparison highly depends on actual implementation details and possible perfor-

mance/redundancy tradeoffs.

Method MTTRrecovery Latency Overhead
Warm-Standby Td + Tf + Tr + Tc 0
Hot-Standby Td + Tf + Tr 2lA,B, O(log2(n)), or worse
Asymmetric with Warm-Standby Td + Tf + Tr + Tc 0
Asymmetric with Hot-Standby Td + Tf + Tr 2lA,α, O(log2(n)), or worse
Symmetric Td + Tf + Tr 2lA,B, O(log2(n)), or worse

Td, time between failure occurrence and detection
Tf , time between failure detection and fail-over
Tc, time to recover from checkpoint to previous state
Tr, time to reconfigure client connections

lA,B and lA,α, communication latency between A and B, and A and α

Table 3.2: Comparison of replication methods
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It is also noted that symmetric active/active and active/hot-standby have a n-times

lower MTTF for the software subsystem for which MTTRrecovery is observed (Equa-

tion 3.23 in Section 3.1.4). When comparing the MTTRrecovery

MTTFcomponent
ratio, symmetric ac-

tive/active and active/hot-standby have a n-times higher ratio than active/warm-standby.

Since previous work on providing high availability for HPC head and service nodes

(Section 2.1) focused primarily on active/standby replication (Sections 2.1.1 and 2.1.2)

and secondarily on asymmetric active/active replication (Section 2.1.3), this thesis targets

symmetric active/active replication.

3.4 Summary

This Chapter provided the theoretical ground work of the research presented in this thesis.

An extended generic taxonomy for service-level high availability has been presented that

introduced new terms, such as asymmetric active/active and symmetric active/active, to

resolve existing ambiguities of terms, such as active/active. The taxonomy also clearly

defined the various configurations for achieving high availability of service and relevant

metrics for measuring service availability. This extended taxonomy represented a major

contribution to service availability research and development with respect to incorporating

state-machine replication theory and resolving ambiguities of terms.

Current HPC system architectures were examined in detail and a more generalised HPC

system architecture abstraction was introduced to allow identification of architectural

availability deficiencies. HPC system services were categorised into critical and non-

critical to describe their impact on overall system availability, while HPC system nodes

were categorised into single points of failure and single points of control to pinpoint their

involvement in system failures, to describe their impact on overall system availability,

and to identify their individual need for a high availability solution. This analysis of

architectural availability deficiencies of HPC systems represented a major contribution to

the understanding of high availability aspects in the context of HPC environments.

Using the taxonomy and a conceptual service model, various methods for providing

service-level high availability were defined and their mechanisms and properties were de-

scribed in detail. A theoretical comparison of these methods with regards to their perfor-

mance overhead and provided availability was presented. This comparison represented a

major contribution to service availability research and development with respect to incor-

porating state-machine replication theory. It clearly showed that symmetric active/active

replication provides the highest form of availability, while its performance impact highly

depends on the employed process group communication protocol.
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Chapter 3 identified individual critical system services running on HPC system head and

service nodes that represent single points of failure and single points of control as major

availability deficiencies, such as the job and resource management system service and

the parallel file system metadata system service. Furthermore, it clearly showed that

symmetric active/active replication provides the highest form of availability.

This Chapter details objectives, technical approach, architecture, design, test results,

and conclusions for each of the following developed proof-of-concept prototypes:

• external symmetric active/active replication for the critical HPC job and resource

management system service,

• internal symmetric active/active replication for the critical HPC parallel file system

metadata system service,

• transparent symmetric active/active replication framework for services, and

• transparent symmetric active/active replication framework for dependent services.

The developed proof-of-concept prototypes centre around a multi-layered symmetric ac-

tive/active high availability framework concept that coordinates individual solutions with

regards to their respective field, and offers a modular approach that allows for adaptation

to system properties and application needs. In the following, the symmetric active/active

high availability framework concept is explained in more detail and the overarching ap-

proach for the developed proof-of-concept prototypes is explained.

4.1 Symmetric Active/Active High Availability

Framework Concept

The symmetric active/active high availability framework concept (Figure 4.1) consists of

four layers: communication drivers, group communication system, virtual synchrony run-

time environment and applications/services. At the lowest layer, communication drivers
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provide reliable point-to-point and multicast messaging capability. The group communi-

cation system additionally offers process group membership management and total order

multicast. The virtual synchrony runtime environment offers adaptation of the group

communication system capabilities to the virtual synchrony approach for service-level

high availability in the form of easy-to-use interfaces for applications/services.

Figure 4.1: Symmetric active/active high availability framework concept

4.1.1 Communication Drivers

Today‘s HPC system architectures come with a variety of communication technologies,

such as Myrinet, Infiniband, Quadrics Elan4, Cray portals, shared memory, and Ethernet.

The symmetric active/active high availability framework concept is capable of supporting

vendor supplied high-performance network technologies as well as established standards,

such as IP, using communication drivers, thus enabling efficient communication.

The concept of using communication drivers to adapt specific APIs of different network

technologies to a unified communication API in order to make them interchangeable and

interoperable can be found in some existing solutions. For example, Open MPI (Sec-

tion 2.2.3) uses a component-based framework that encapsulates communication drivers

using interchangeable and interoperable components.
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4.1.2 Group Communication System

The group communication system contains all essential protocols and services to run

virtual synchronous services for symmetric active/active high availability. Many (60+)

group communication algorithms can be found in literature (Section 2.3.2). A pluggable

component-based framework provides an experimental platform for comparing existing

solutions and for developing new ones. Implementations with various replication and con-

trol strategies using a common API allow adaptation to system properties and application

needs. Pluggable component-based frameworks for group communication mechanisms can

be found in some existing solutions, such as in Horus (Section 2.3.3).

4.1.3 Virtual Synchrony Runtime Environment

The supported APIs at the virtual synchrony runtime environment are based on appli-

cation properties. Deterministic and fully symmetrically replicated applications may use

replication interfaces for state-machines and databases. Nondeterministic or asymmetri-

cally replicated applications may use more advanced replication interfaces for replicated

RPCs or remote method invocations (RMIs). This adaptation of group communication

system capabilities to the virtual synchrony approach for service-level high availability

is needed due to the group communication system‘s limited knowledge about individual

application/service properties.

4.1.4 Applications/Services

There are many, very different, applications for the symmetric active/active high avail-

ability framework concept. This thesis primarily focuses on critical HPC system services

that represent a single point of failure and control, such as the job and resource man-

agement service typically located on the head node or the parallel file system metadata

service typically located on a dedicated service node. However, symmetric active/active

replication can be used in any service-oriented architecture (SOA) to re-enforce critical

services with appropriate redundancy strategies.

4.1.5 Approach

Since this thesis research targets efficient software state replication mechanisms for re-

dundancy of services running on HPC head and service nodes, the developed proof-of-

concept prototypes described in the following Sections 4.2-4.5 primarily focus on the

virtual synchrony runtime environment within this symmetric active/active high avail-

ability framework concept. The implementations rely on an existing IP-based process
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group communication system, since the lower layers of the symmetric active/active high

availability framework concept can be found in various already existing solutions, such as

Open MPI (Section 2.2.3) with its pluggable runtime environment and high-performance

network components, or the Horus system (Section 2.3.3) with its stackable component

approach for group communication services. Future work may combine these existing

solutions with the virtual synchrony runtime environment presented in this thesis.

The first two proof-of-concept prototypes (Sections 4.2 and 4.3) demonstrate two new

approaches for providing symmetric active/active high availability for two different HPC

system services, the HPC job and resource management service and the HPC parallel file

system metadata service. The two proof-of-concept prototypes offer completely different

interfaces between service and group communication system. The first utilises the external

service interface that is visible to clients (Section 4.2), while the second tightly integrates

with the internal service interface (Section 4.3). Advantages and shortcomings of both

proof-of-concept prototypes are examined.

The next two preliminary proof-of-concept prototypes (Sections 4.4 and 4.5) demon-

strate mechanisms within the virtual synchrony runtime environment and abstractions

at the virtual synchrony runtime environment interface to provide transparent symmetric

active/active replication in client-service scenarios (Section 4.4) as well as in scenarios

with with dependent services (Section 4.5). Accomplishments and limitations of both

preliminary proof-of-concept prototypes are discussed.

4.2 External Symmetric Active/Active Replication for

the HPC Job and Resource Management Service

One of the most important HPC system services running on the head node is the job and

resource management service, also commonly referred to as batch job scheduler or simply

the scheduler. If this critical HPC system service goes down, all currently running jobs,

i.e., applications running on the HPC system, loose the service they report back to, i.e.,

their logical parent. They typically have to be restarted once the HPC job and resource

management service is up and running again after the head node has been repaired.

Previous research and development efforts offered active/standby and asymmetric ac-

tive/active high availability solutions (Sections 2.1.2 and 2.1.3) for various HPC job and

resource management services, such as for OpenPBS [44–46] and for Moab [50, 51].

The research and development effort presented in this Section targets symmetric ac-

tive/active high availability for the HPC job and resource management service. As part

of this effort, the fully functional JOSHUA [192–194] proof-of-concept prototype has been
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developed in C on Linux to provide symmetric active/active high availability for the Teras-

cale Open-Source Resource and QUEue Manager (TORQUE) [195, 196] using the external

replication approach. TORQUE is a fork of the original OpenPBS version 2.3.12 [47] that

has been significantly enhanced. It is maintained and commercially supported by Cluster

Resources Inc.. TORQUE is used in many small-to-mid size HPC systems.

While the symmetric active/active high availability concept and the external replication

approach was developed by me [192, 197, 198], the detailed software design and the actual

implementation was carried out under my supervision by Kai Uhlemann [193, 194] during

his internship at Oak Ridge National Laboratory, USA, for his Master of Science (MSc)

thesis at the University of Reading, UK. His thesis [194], titled “High Availability for

High-End Scientific Computing”, primarily focuses on the developed JOSHUA proof-of-

concept prototype. It appropriately references my prior work in symmetric active/active

high availability [129, 198, 199]. The work performed under my supervision has been

published in a co-authored paper [193].

4.2.1 Objectives

Since no previous solution for providing symmetric active/active high availability for a

HPC system service existed, the development of this proof-of-concept prototype had the

following primary objectives:

• development of the first fully functional symmetric active/active prototype,

• development of an external symmetric active/active replication infrastructure,

• measuring the introduced symmetric active/active replication overhead, and

• gaining experience with symmetric active/active replication in HPC environments.

The HPC job and resource management service was chosen for this proof-of-concept

prototype as it is the most important HPC system service running on the head node

and it is not response-latency sensitive, i.e., a higher response latency of service requests,

such as for adding a job to the job queue or reporting job statistics back to the user, is

acceptable to a certain degree if this performance trade-off results in higher availability.

TORQUE was chosen for this proof-of-concept prototype as it is widely used, open

source, and supported by Cluster Resources Inc. as well as the open source community.

A TORQUE-based proof-of-concept prototype can be easily adapted to other HPC job

and resource management services as it supports the widely-used Portable Batch System

(PBS) [47] interface standard.
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4.2.2 Technical Approach

The concept of external symmetric active/active replication (Figure 4.2) avoids modifi-

cation of existing code by wrapping a service into a virtually synchronous environment.

Interaction with other services or with the user is intercepted, totally ordered and reliably

delivered to the service group using a process group communication system that mimics

the service interface using separate event handler routines.
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Figure 4.2: Symmetric active/active replication architecture using external replication by
service interface utilisation

For example, the command line interface of a service is replaced with an interceptor

command that behaves like the original, but forwards all input to an interceptor process

group. Once totally ordered and reliably delivered, each interceptor process group member

calls the original command to perform operations at each replicated service. Service

output may be routed through the interceptor process group for at-most-once delivery if

dependent clients, services, or users can‘t handle duplicated messages (Section 3.3.4).

This method wraps an existing solution into a virtually synchronous environment with-

out modifying it, which allows reusing the same solution for different services with the

same interface. However, the missing adaptation of the service to the event-based pro-

gramming model of the process group communication system may lead to performance

degradation as external replication implies coarse-grain synchronisation of state changes

at the service interface level, i.e., lock-step execution of service queries and requests.
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The technical approach for providing symmetric active/active high availability for the

HPC job and resource management service focuses on the external replication method,

since HPC job and resource management implementations are very complex and typically

support the PBS [47] service interface. While modification of service code is prohibitively

time consuming and error prone, the PBS service interface is a widely supported standard.

The HPC job and resource management service TORQUE [195, 196] supports the PBS

service interface as well as OpenPBS [44–46], Moab [50, 51], and Sun Grid Engine [35].

4.2.3 Architecture and Design

The JOSHUA solution is a generic approach for offering symmetric active/active high

availability for HPC job and resource management services with a PBS compliant service

interface. It represents a virtually synchronous environment using external replication

based on the PBS service interface (Figure 4.3) providing symmetric active/active high

availability without any interruption of service and without any loss of state.
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Figure 4.3: External replication architecture of the symmetric active/active HPC job and
resource management service

A process group communication system is used for total ordering of incoming messages

and for at-most-once job launch, i.e., for unifying output to the PBS job start mechanism.

Consistently produced output to PBS clients is delivered from every active head node.

Clients filter duplicated messages based on a simple message sequencing scheme.
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Group Communication System

In HPC systems, multiple concurrent queries and requests are expected to arrive simul-

taneously. In the particular case of the HPC job and resource management service, two

users may want to schedule a job at the same time. A communication history algorithm

(Section 2.3.2) is preferred to order queries and requests in a symmetric active/active

head node scenario, since it performs well under heavy load with concurrent messages.

However, for relatively light-load scenarios, the post-transmission delay is high.

The JOSHUA proof-of-concept prototype implementation uses the Transis process

group communication system (Section 2.3.3) for reliable message delivery, total message

order, and membership management, since Tansis uses a communication history algo-

rithm, provides a sophisticated extended virtual synchrony mechanism, offers an easy-to-

use programming interface, and is easily deployable in POSIX-compliant OSs [186], such

as Linux. The post-transmission delay issue is not as important, since the HPC job and

resource management service is not response-latency sensitive.

Software Design

Conceptually, the JOSHUA prototype implementation software design (Figure 4.4) con-

sists of the following major parts:

• the JOSHUA client commands, jsub, jdel, and jstat, reflecting PBS compliant

behaviour to the user, equivalent to the PBS client commands, sub, del, and stat;

• the Transis process group communication system with its extended virtual syn-

chrony implementation for reliable, totally ordered message delivery and fault-

tolerant process group membership management, a service running on each active

head node;

• the JOSHUA service running on each active head node and imitating PBS compliant

client behaviour by locally invoking the original PBS client commands: sub, del,

and stat;

• the original PBS service on running each active head node and the original PBS

Mom service running on a single compute node, a subset, or all compute nodes;

• the distributed mutual exclusion client scripts, jmutex and jdone, needed for at-

most-once job launch on the compute nodes; and

• a watchdog service running each active head node to guard the other services and

to ensure fail-stop behaviour by shutting down all local services of a active head

node if one of them fails, a self-fencing technique (Section 2.1.4).
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Figure 4.4: External replication design of the symmetric active/active HPC job and re-
source management service

Note that the JOSHUA prototype implementation does not provide a JOSHUA client

command for signalling an executing batch job, i.e., a qsig equivalent, as this operation

is asynchronous in nature and does not change the state of the HPC job and resource

management service. The original PBS client command may be executed on any replicated

head node independently of the deployed replication infrastructure.

Failure-Free Operation

The proof-of-concept implementation prototype is based on the PBS compliant TORQUE

HPC job and resource management system that employs the TORQUE PBS service to-

gether with the Maui [200] scheduler on each active head node and a single or a set of PBS

mom services on compute nodes. Each PBS mom service is capable of communicating to

each TORQUE PBS service on every active head node (TORQUE v2.0p1 feature), which

allows the reuse of PBS mom services. However, this is not a requirement of the JOSHUA

solution. Dedicated PBS mom services may be used for each TORQUE PBS service in-

stance. The Maui scheduling policy is set to FIFO (default) to produce deterministic

scheduling behaviour on all active head nodes.

During normal operation, the JOSHUA client commands, jsub, jdel, and jstat, per-
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form job submission, deletion and statistics retrieval by connecting to the JOSHUA ser-

vice group, issuing the respective command, sub, del, and stat, locally at all active head

nodes, and relaying the output back to the user. Fundamentally, the JOSHUA client

commands and service act in concert as an interceptor for PBS user commands to pro-

vide global ordering of user input for virtual synchrony on all active head nodes. The

JOSHUA client commands may be invoked on any of the active head nodes or from a

separate login service node as the commands contact the JOSHUA service group via the

network. The JOSHUA client commands may even replace the original PBS commands

in the user context using a shell alias, e.g., ‘alias qsub=jsub’, in order to offer 100%

PBS service interface compliance at the user level.

Once a submitted job is first in the TORQUE job queue and there is an appropriate

amount of resources available, each TORQUE service connects to one PBS mom service

on the compute nodes to start the job. The JOSHUA distributed mutual exclusion client

scripts are part of the job start prologue and perform a distributed mutual exclusion using

the Transis process group communication system to ensure that the job gets started only

once, and to emulate the job start for all other attempts for this particular job. Once the

job has finished, the distributed mutual exclusion is released and all TORQUE services

receive the respective job statistics report.

Failure Handling

Upon failure of an active head node, Transis informs all JOSHUA services to exclude the

failed head node from any further communication. The PBS mom services simply ignore

the failed head node when sending job statistics reports, while the distributed mutual

exclusion performed by the JOSHUA distributed mutual exclusion client scripts rely on

the Transis process group membership management for releasing any locks.

The JOSHUA client commands receive duplicated output from all active head nodes

and are not affected by a head node failure. Transis delivers all messages even if a client

needs to reconnect to the service group via a different service group member, a Transis

specific caching feature for temporary absences of clients.

There is no service failover necessary as the healthy active head nodes continue to

provide the service and the system parts on the compute nodes are able to adapt. Since

Transis is able to deal with multiple simultaneous failures in the same way it deals with

multiple sequential failures, the HPC job and resource management service is provided

transparently as long as one head node survives.

Head node failures degrade the overall availability of the system by reducing the num-

ber of redundant components. Replacement of head nodes that are about to fail, e.g., due

to a recent fan fault, allows to sustain and guarantee a certain availability. The JOSHUA
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solution permits head nodes to join and leave using the Transis process group communi-

cation system for coordination. Leaving the active service group is actually handled as

a forced failure by causing the JOSHUA service to shutdown via a signal. Joining the

active service group involves copying the current state of an active service over to the

joining head node.

The current JOSHUA proof-of-concept prototype implementation uses configuration

file modification and PBS command replay to copy the state of one TORQUE service

over to another. This is due to the fact that the PBS interface does not provide a solution

for starting up a replica. As a consequence, it also is impossible to support holding and

releasing jobs as the PBS command replay causes inconsistencies in the job queue of the

joining TORQUE service when holding jobs.

4.2.4 Test Results

The fully functional JOSHUA v0.1 prototype implementation has been deployed on a

dedicated Linux cluster for functional and performance testing. Each node contained

dual Intel Pentium III 450MHz processors with 512MB of memory and 8GB of disk

space. All nodes were connected via a single Fast Ethernet (100MBit/s full duplex) hub.

Debian GNU/Linux 3.1 has been used as OS in conjunction with Transis v1.03, TORQUE

v2.0p5, and Maui v3.2.6p13. Performance results are averages over 100 test runs. Failures

were simulated by unplugging network cables and by forcibly shutting down individual

processes.

The job submission latency overhead (Figure 4.5 or Section A.1.1) introduced by the

network communication between the JOSHUA client commands, the Transis service and

the JOSHUA service is in an acceptable range. The latency overhead between TORQUE

and TORQUE+JOSHUA on a single head node, 36ms or 37%, can be attributed to

additional communication on the head node between Transis and the JOSHUA service,

and to the delegated execution of the TORQUE client commands by the JOSHUA service.

The significant latency overhead on two head nodes, 163ms or 170%, can be explained

by the Transis process group communication protocol overhead. Overall a job submission

latency overhead of only 251ms or 256% for a four head node system is still acceptable

for a HPC system.

The job submission throughput overhead (Figure 4.6 or Section A.1.1) reflects similar

characteristics. Considering high throughput HPC scenarios, such as in computational

biology or on-demand cluster computing, adding 100 jobs to the job queue in 33.32s or

at 31% of original job submission throughput performance for a four head node system is

also acceptable.
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Extensive functional testing revealed correct behaviour during normal system operation

and in case of single and multiple simultaneous failures. Head nodes were able to join

the service group, leave it voluntary, and fail, while job and resource management state

was maintained consistently at all head nodes and service was provided transparently to

applications and users. However, the PBS mom service and the JOSHUA distributed

mutual exclusion client scripts run on compute nodes. The developed proof-of-concept

prototype is not capable of tolerating failures of these compute nodes.

The experienced MTTRrecovery was dominated by the heartbeat interval of the Transis

process group communication system, i.e., by the communication timeout between group

members, which is configurable at startup and was set to 500 milliseconds. The developed

proof-of-concept prototype provided an extraordinary service availability (Figure 4.7 or

Section A.1.1) due to its low MTTRrecovery.
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Figure 4.7: Availability of the symmetric active/active HPC job and resource management
service prototype

Using Equation 3.23 in Section 3.1.4 and a MTTRcomponent of 36 hours, service avail-

ability could be improved for a MTTFcomponent of 1,000 hours from 96.248% to 99.998%

in a four-node system. With a MTTFcomponent of 5,000 hours, service availability could be

improved from 99.285% to 99.995% in a two-node system, an increase from a two-nines

to a four-nines rating just by using a second node (Table 3.1 in Section 3.1.4). Adding

another node would increase service availability to 99.99996%, a six-nines rating.

It has to be noted that when approaching the 100% availability mark with this solution,

certain catastrophic failures, such as a site-wide power outage, are not masked due to a

missing multi-site redundancy strategy. A local redundancy strategy of 2-3 symmetric

active/active head nodes should be sufficient to cover common failures.
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4.2.5 Conclusions

With the JOSHUA proof-of-concept prototype, the first fully functional solution for pro-

viding symmetric active/active high availability for a HPC system service was developed

using the external replication approach that wraps an existing service into a virtually syn-

chronous environment. The prototype performed correctly and offered an acceptable job

submission latency and throughput performance. Significant experience was gained with

respect to architecture, design, and performance challenges for symmetric active/active

replication in HPC environments.

The developed proof-of-concept prototype provided an extraordinary availability. As-

suming a node MTTF of 5,000 hours, service availability improved from 99.285% to

99.995% in a two-node system, and to 99.99996% with three nodes. A change from a

two-nines rating to four nines in a two-node system, and to six nines with three nodes.

The reliance of the PBS service on the PBS mom service on the compute nodes revealed

the existence of more complex interdependencies between individual system services on

head, service and compute nodes. Providing high availability for a critical system service

also needs to deal with dependent critical system services due to the serial availability

coupling of dependent system components (Equations 3.19 and 3.21 in Section 3.1.4).

Although the job submission latency overhead of 251ms on four symmetric active/active

head nodes is in an acceptable range for the HPC job and resource management, this

may not be true for more latency-sensitive services, such as the HPC parallel file system

metadata service. Significant performance improvements may be necessary.

4.3 Internal Symmetric Active/Active Replication for the

HPC Parallel File System Metadata Service

One of the second most important HPC system services running on the head node of

small-scale HPC systems and one of the most important HPC system services running

on a dedicated service node in large-scale HPC systems is the metadata service (MDS)

of the parallel file system. Since the MDS keeps the records of all directories and files

located on storage services of the parallel file system, a failure of this critical HPC system

service results in an inability for applications running on the HPC system to access and

store their data, and may result in file system corruption and loss of stored data.

Previous research and development efforts offered active/standby high availability so-

lutions using a shared storage device (Section 2.1.1) for various MDSs, such as for the

parallel Virtual File System (PVFS) [38–40] and for the Lustre cluster file system [41–43],

with questionable correctness and quality of service.
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The research and development effort presented in this Section targets a symmetric

active/active high availability solution for the MDS of a parallel file system. As part of

this effort, a fully functional proof-of-concept prototype [201] has been developed in C on

Linux to provide symmetric active/active high availability for the MDS of PVFS using

the internal replication approach.

While the symmetric active/active high availability concept and the internal replication

approach was developed by me [192, 197, 198], the detailed software design and the actual

implementation was carried out under my supervision by Li Ou [201–204] during his

internship at Oak Ridge National Laboratory, USA, for his Doctor of Philosophy (PhD)

thesis at the Tennessee Technological University, USA. His thesis [204], titled “Design of a

High-Performance and High-Availability Distributed Storage System”, primarily focuses

on various performance aspects of distributed storage systems and secondarily on the high

availability aspect. It appropriately references my prior work in symmetric active/active

high availability [197–199]. The work performed under my supervision has been published

in two co-authored papers [201, 203]. Another co-authored paper [202] has been submitted

to a journal and is currently under review.

4.3.1 Objectives

Since the first proof-of-concept prototype for providing symmetric active/active high avail-

ability for a HPC system service (Section 4.2) focused on the less response-latency sensitive

HPC job and resource management service and on an external symmetric active/active

replication infrastructure, the development of this proof-of-concept prototype had the

following primary objectives:

• development of a fully functional symmetric active/active prototype for a response-

latency sensitive critical HPC system service,

• development of an internal symmetric active/active replication infrastructure,

• measuring the introduced symmetric active/active replication overhead, and

• gaining further experience with symmetric active/active replication in HPC envi-

ronments, especially with regards to possible performance enhancements.

The MDS of a parallel file system was chosen for this prototype as it is one of the

second most important HPC system services running on the head node of small-scale

HPC systems and one of the most important HPC system services running on a dedicated

service node in large-scale HPC systems. It is very response-latency sensitive, i.e., a higher

response latency of service requests, such as for opening the MPI executable or creating
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a checkpoint file for each compute node, is not acceptable if this performance trade-off

results in a significant slowdown of such common file system operations.

PVFS was chosen for this proof-of-concept prototype as it is widely used in HPC,

open source, and supported by the PVFS development team as well as the open source

community. A PVFS-based proof-of-concept prototype can be easily adapted to other

parallel file systems as it has a modular architecture and is mostly in user space. In

contrast to PVFS, the Lustre cluster file system is entirely in kernel space, which offers

better performance but significantly complicates development, e.g., a crash of Lustre

clients or services results in a kernel module crash requirering a reboot.

4.3.2 Technical Approach

The concept of internal symmetric active/active replication (Figure 4.8) allows each active

service of a replicated service group to accept query and request messages from external

clients individually, while using a process group communication system for total state

change message order and reliable state change message delivery to all members of the

service group. All state changes are performed in the same order at all services, thus

virtual synchrony is given. Consistently produced service group output may be routed

through the process group communication system for at-most-once delivery if dependent

clients, services, and users can‘t handle duplicated messages (Section 3.3.4)

For example, a networked service that changes its state based on RPCs, such as the

MDS of a parallel file system, is modified to replicate all state changes in form of messages

to all services in the service group. Upon delivery, state changes are performed in virtual

synchrony. RPCs and respective state changes are decoupled and executed by separate

event handler routines. RPC return messages may be unified via the process group com-

munication system, delivered by every process group member, or delivered by only one

process group member and temporarily cached by others.

This method requires modification of existing service code, which may be unsuitable

for complex and/or large services. The amount of modification necessary may result

in a complete redesign and reimplementation. However, adaptation of the service to

the event-based programming model of the process group communication system may

lead to performance enhancements. Furthermore, internal replication allows fine-grain

synchronisation of state changes, such as pipelining, due to the decoupling of incoming

requests and respective state changes.

The technical approach for providing symmetric active/active high availability for the

MDS of a parallel file system focuses on the internal replication method, since the MDS

is very response-latency sensitive.
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Figure 4.8: Symmetric active/active replication architecture using internal replication by
service modification/adaptation

4.3.3 Architecture and Design

The developed proof-of-concept prototype is a customised implementation for offering

symmetric active/active high availability for the MDS of PVFS. It is based on the internal

RPC and state change mechanisms of PVFS and utilises adaptors as part of the internal

replication architecture (Figure 4.9) to provide symmetric active/active high availability

without any interruption of service and without any loss of state.

The process group communication system is only used for total ordering of state

changes. Consistently produced MDS output to clients is delivered by only one active

service node, the service node the client is directly connected to. The last produced out-

put to a not directly connected client is cached to allow seamless connection fail-over. An

incoming message from a client serves as an acknowledgement for a previously produced

output message, since clients can‘t have outstanding queries or requests while issuing new

ones, i.e., file system operations are atomic at the client, a POSIX consistency requirement

for file system access [186].

Group Communication System

The reliable, atomic multicast protocol of the Transis process group communication sys-

tem has been improved to provide for lower latency overhead, especially in situations
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Figure 4.9: Internal replication architecture of the symmetric active/active HPC parallel
file system metadata service

where the network is underutilised. The new fast delivery protocol optimises the total

message ordering process by waiting for messages only from a subset of the group, and

by fast acknowledging messages on behalf of other machines. This new feature drastically

reduces the post-transmission delay of the communication history algorithm for total

message order in Transis.

Total Order Broadcast in Transis The original Transis process group communication

algorithm for total order broadcast uses message sequencing by senders in conjunction

with a logical clock for the sequence counter at each sender to assure causal order broad-

cast at a lower layer. In the layer above, total order broadcast is achieved using the

message sequence number, i.e., causal order, and using sender Identifier (Id) order in case

of messages with equal sequence numbers, i.e., a predetermined order for independent

simultaneous messages based on origin.

Transis uses a negative acknowledgement scheme, i.e., retransmissions are requested if

there is a missing message. A heartbeat mechanism generates periodic acknowledgements

by each process group member to assure progress of the communication history algorithm

in light-load scenarios, and for failure detection. The heartbeat interval is configurable

at startup and represents a trade-off between latency in heavy- and light-load scenarios.

Frequent heartbeats result in faster delivery, but also in more network traffic.
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The developed fast delivery protocol separates the communication history algorithm

progress responsibility from the heartbeat mechanism by allowing idle processes to ac-

knowledge on behalf of others. This leads to a faster delivery of totally ordered messages

as well as to an adaptation of the acknowledgement scheme to current network usage.

Notation and Definition A partition P consists of a group of processes {p1, p2, · · · , pN}.
Each process in the group P has a distinct Id. For a process p, function id(p) returns its

Id. If the number of processes in the primary group P is N ,

∀p, q ∈ P, id(p), id(q) ∈ {1, 2, · · · , N}, id(p) 6= id(q) (4.1)

Each process p ∈ P is associated with the functions prefix and suffix:

prefix(p) = {q|∀q ∈ P, id(q) < id(p)} (4.2)

suffix(p) = {q|∀q ∈ P, id(q) > id(p)} (4.3)

The input to the fast delivery protocol is a stream of causally ordered messages from the

underlying Transis broadcasting service. The ith message sent by process q is denoted as

mq,i, where function sender(mq,i) = q. If message mq,i is delivered before mk,j in process

p, then function deliver(mq,i) < deliver(mk,j).

A pending message is a received, causally ordered message that has not been totally

ordered, i.e., delivered. A candidate message is a pending message that follows a message

that has been delivered. The set of concurrent candidate messages is called the candidate

set Mp = {m1,m2, · · · ,mk}, which is the set of messages that are considered for the next

slot in the total message order. It is associated with the function senders:

senders(Mp) = {sender(mi)|∀mi ∈Mp} (4.4)

The deliver set Mdp is the set of messages ready to be delivered, i.e., totally ordered,

at process p, where Mdp ⊆Mp.

Fast Delivery Protocol The fast delivery protocol (Figure 4.10) forms the total message

order by waiting for messages only from a subset of the process group. Assuming a

candidate message m is in candidate set Mp, the following delivery criterion is used to

define which messages a process has to wait for before delivering m:

1. Add m into deliver set Mdp when:

prefix(sender(m)) ⊆ senders(Mp) (4.5)
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2. Deliver the messages in the Mdp with the following order:

∀mi,mj ∈Mdp, id(sender(mi)) < id(sender(mj)) −→ deliver(mi) < deliver(mj)

(4.6)

When receiving a regular message m in machine p:

if (m is a new candidate message) {
add m into candidate set Mp

}

if (Mp 6= φ) {
for all (mi ∈Mp) {

if (prefix(sender(mi)) ⊆ senders(Mp)) {
add mi into delivery set Mdp

}
}

}

if (Mdp 6= φ) {
deliver all messages mj in Mdp in the order of id(sender(mj))

}

if (sender(m) ∈ suffix(p)) and
(message m is a total order message) and
(no messages are waiting to be broadcast from p) and
(6 ∃mi ∈Mp, id(sender(mi)) = p) {
fast acknowledge m

}

Figure 4.10: Fast delivery protocol for the Transis group communication system

To speedup the delivery of m, idle processes should immediately acknowledge m on

behalf of other processes. If a process q receives a message m, and q is idle, q broadcasts

a fast acknowledgement when:

sender(m) ∈ suffix(q) (4.7)

Fast acknowledgement reduces the latency of message delivery, however, it injects more

network traffic. If communication is heavy, fast acknowledgement may burden network

and processes, thus increase delivery latency. To reduce the cost of fast acknowledgement,
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the following acknowledgement criterion is defined. Fast acknowledge a message m from

a process q when:

1. message m is a total order message, and

2. there is no message waiting to be sent from the process q, and

3. there is no message from the process q in the candidate set Mp, i.e.,

6 ∃mj ∈Mp, id(sender(mj)) = q (4.8)

There are almost no additional acknowledgements injected into the network when com-

munication in the process group is heavy, since conditions 2 and 3 are very unlikely to be

satisfied simultaneously.

Software Design

Conceptually, the symmetric active/active PVFS MDS prototype implementation soft-

ware design (Figure 4.11) consists of the following major parts:

• modified PVFS MDS clients running on compute nodes;

• the modified PVFS MDS service running on each active head or service node;

• the Transis process group communication system with the fast delivery protocol for

total message order, a service running on each active head or service node; and

• a watchdog service running each active head node to guard the other services and

to ensure fail-stop behaviour.

Note that PVFS storage services are not included in the symmetric active/active PVFS

MDS architecture and design as PVFS clients access storage services independently and

directly, after receiving proper authorisation from the MDS. Data redundancy strategies

for PVFS storage services, such as distributed RAID, are ongoing research and develop-

ment efforts [205–207] and outside the scope of this thesis.

Failure-Free Operation

To balance workloads among multiple active MDSs, a client either randomly chooses one

MDS out of the active MDS group to send a message or uses a preferred active MDS

associated to its specific HPC system partition.
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All incoming messages are received and pre-processed by the MDS request interface

module (Figure 4.12), which interprets the message content and detects if the message

requests a state change.

Query messages do not request state changes and are immediately processed by the

MDS module (Figure 4.12a). Respective output messages are returned through the MDS

request interface module directly to the client.

Request messages do result in state changes and respective state change messages are

forwarded to the Transis process group communication system after an initial prepara-

tion of the expected state change (Figure 4.12b). Once ordered, Transis delivers state

change messages to the MDS scheduler module that manages a queue of totally ordered

state change messages. The MDS scheduler module decouples incoming, totally ordered

state change messages from their execution to allow in-order execution of concurrent state
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changes and out-of-order execution of non-concurrent state changes. The transaction con-

trol module provides the necessary locking mechanisms to hold concurrent state changes

until they become non-concurrent. The execution of state changes is performed by the

MDS module and respective output messages are returned through the MDS request

interface module directly to the client.

The MDS scheduler module also decouples the receiving of totally ordered state change

messages via Transis from scheduling, execution, and output delivery using a separate

thread to further improve throughput performance.

The MDS module performs all necessary state lookups, such as getting a file attribute,

and state changes, such as creation of a new file or directory. Some request messages

trigger a series of state lookups and changes as part of their state change. For example,

the request to create a new file involves the following three MDS module operations: (1)

reading the directory to make sure that no other object has the same name, (2) creation

of the file object, and (3) adding the file object handle to the parent directory object. All

operations are atomic and directly depend on each others‘ result. The concurrency control

of the transaction module is used to allow other, independent operations to interleave with

such dependent series of operations (Table 4.1).

MDS Operation Type Read Update Write
Read Execute Execute Queue
Update Execute Queue Queue
Write Queue Queue Queue

Table 4.1: Transaction control module locking table of the symmetric active/active HPC
parallel file system metadata service

Note that since all incoming state change requests from Transis are totally ordered and

all MDS modules, including the scheduler module and the transaction control module, are

deterministic, virtual synchrony is provided for all request messages. Query messages are

not executed in virtual synchrony with request messages, since a single client always needs

to wait for a completion of a request before issuing another query, a POSIX consistency

requirement for file system access [186].

Failure Handling

Upon failure of an active service node, the Transis process group communication system

informs all MDSs to exclude the failed service node from any further communication.

Only those clients that are directly connected to the failed service node are affected and

initiate a connection fail-over. After reconnecting to an active service group member, the
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previously produced output message cached at the service group member is resent and

may be ignored by the client if duplicated.

There is no service failover necessary as the healthy active service nodes continue to

provide the service. Since Transis is able to deal with multiple simultaneous failures in

the same way it deals with multiple sequential failures, the parallel file system metadata

service is provided transparently as long as one service node survives.

Similarly to the JOSHUA solution (Section 4.2), service nodes may be forcibly removed

from the active service group for replacement and new service nodes may be added to the

active service group. State transfer from an active service group member to a new service

is performed by a membership management module inside the MDS.

4.3.4 Test Results

The fully functional proof-of-concept prototype implementation has been deployed on a

dedicated Linux cluster for functional and performance testing. Each node contained dual

Intel Pentium IV 2GHz processors with 768MB of memory and 40GB of disk space. All

nodes were connected via a single Fast Ethernet (100MBit/s full duplex) hub. Federa Core

5 has been used as OS in conjunction with the modified Transis v1.03 and the modified

PVFS v1.3.2. A MPI-based benchmark is used to perform and measure total message

ordering by Transis using the fast delivery protocol, 5,000 messages per group member

per test run. A second MPI-based benchmark is used to perform and measure concurrent

MDS queries and requests from multiple clients, 5,000 MDS queries or requests per client

per test run. Performance results are averages over 100 test runs with disabled client

and service caches. Failures were simulated by unplugging network cables and by forcibly

shutting down individual processes.

Fast Delivery Protocol

The improved Transis total message order latency performance (Figure 4.13 or Sec-

tion A.1.2) shows an excellent performance in a testbed of 1-8 processes with 235-1,348µs

for a single sender and 971-3,514µs when all group members send messages. The single

sender tests resemble the idle case of the fast delivery protocol, while the all group mem-

bers tests resemble scenarios with heavy load. The latency is consistent in scaling for both

idle and busy systems. The fast acknowledgement algorithm aggressively acknowledges

total order messages to reduce the latency of idle systems when only a single process is

active. The protocol is smart enough to hold its acknowledgements when the network

communication is heavy because more processes are involved.
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Figure 4.13: Latency performance of the fast delivery protocol (averages over 100 tests)

Compared to the original communication history algorithm of the Transis process group

communication system, the post-transmission delay impact is apparent. The original

Transis total message order latency performance is not consistent and its maximum is

equivalent to the heartbeat interval in the worst case scenario. The heartbeat interval of

Transis can be adjusted, but is typically in the order of several hundred milliseconds. The

latency of the fast delivery protocol is almost exactly the same as the minimum measured

with the original Transis. The fast delivery protocol provides total message order with

consistent optimal performance.

Symmetric Active/Active Metadata Service

The MDS request latency performance (Figure 4.14 or Section A.1.2) is remarkably good.

The overhead introduced by the network communication between the PVFS service and

the Transis process group communication service is within 2-26ms when comparing all

tested configurations. The significant latency performance overhead reduction to the

previous JOSHUA solution (Section 4.2) can be attributed to the internal replication

approach, the improved Transis process group communication algorithm using the fast

delivery protocol, and to the fine grain synchronisation of state changes performed by the

scheduler and transaction control modules of the symmetric active/active PVFS MDS

proof-of-concept prototype.

It is also noted that the request latency performance scales quite well to 32 clients with

an only slightly increasing absolute overhead, a drastically decreasing relative overhead.
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The MDS query latency performance was not tested as queries are processed by the

the symmetric active/active PVFS MDS proof-of-concept prototype almost exactly as

by the baseline PVFS MDS. The query throughput performance tests (Figure 4.15 or

Section A.1.2) not only verify this argument, but also show the throughput performance

of 300-380% of PVFS MDS baseline performance in a four service node system due to

load balancing and local processing of queries. Note that the query throughput does not

scale linear with the number of active service nodes due to the sharing of the network.
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The MDS request throughput performance (Figure 4.16 or Section A.1.2) shows the

impact of the Transis process group communication system. Throughput drops down to

79% of PVFS MDS baseline performance in a two service node system, while it drops

down to 73% in a four service node system. However, the relative difference between all

configurations becomes much smaller the more PVFS MDS clients are involved.
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Figure 4.16: Normalised request throughput performance of the symmetric active/active
HPC parallel file system metadata service (averages over 100 tests)

Extensive functional testing revealed correct behaviour during normal system operation

and in case of single and multiple simultaneous failures. Service nodes were able to join the

service group, leave it voluntary, and fail, while MDS state was maintained consistently

at all service nodes and service was provided transparently to applications.

Although the acknowledgement scheme for total message ordering within the Tran-

sis process group communication system has been changed, the heartbeat interval is

still responsible for detecting member failures through a communication timeout. The

MTTRrecovery of the previous proof-of-concept prototype (Section 4.2, 500 milliseconds)

remained unchanged with this proof-of-concept prototype. Similarly, the provided avail-

ability remained unchanged with this proof-of-concept prototype as well.

4.3.5 Conclusions

With the symmetric active/active PVFS MDS proof-of-concept prototype, a second fully

functional solution for providing symmetric active/active high availability for a HPC sys-

tem service was developed. This is the first prototype that uses the internal replication

approach, which modifies an existing service to inferface it with a process group commu-
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nication system for virtual synchrony. The prototype performed correctly and offered a

remarkable latency and throughput performance. Significant experience was added with

respect to architecture, design, and performance challenges for symmetric active/active

replication in HPC environments. The developed proof-of-concept prototype provided an

extraordinary availability.

Since the MDS of a parallel file system is very response-latency sensitive, the latency

performance results are not only convincing, but also encouraging for widely deploying

symmetric active/active replication infrastructures in HPC systems to re-enforce critical

HPC system services with high-performance redundancy. The developed fast delivery

protocol with its low-latency total order messaging performance was instrumental to the

success for this proof-of-concept prototype.

While the internal replication approach provides very good performance, it requires

modification of existing services. The PVFS MDS is an easy-to-modify solution due to

the small size and complexity of its clients and service. This may not be true with other

services, such as the MDS of the Lustre cluster file system (Section 2.1.1).

4.4 Transparent Symmetric Active/Active Replication

Framework for Services

The two developed symmetric active/active replication proof-of-concept prototypes, for

the HPC job and resource management service (Section 4.2) and for the HPC parallel file

system metadata service (Section 4.3), are fully functional solutions, provide adequate

performance, and offer extraordinary service availability. However, there is an insufficient

reuse of code between individual prototype implementations. Each service requires a

customised symmetric active/active environment, either externally using interceptors or

internally using adaptors.

The research and development effort presented in this Section targets a transparent

symmetric active/active replication software framework for service-level high availability.

As part of this effort, a preliminary proof-of-concept prototype [208] has been developed in

C on Linux to provide symmetric active/active high availability transparently to services

with a minimum amount of adaptation and performance overhead.

4.4.1 Objectives

With the exception of the Transis group communication system, there is an insufficient

reuse of code between the two developed symmetric active/active replication proof-of-
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concept prototypes (Sections 4.2 and 4.3). The development of this preliminary proof-of-

concept prototype had the following primary objectives:

• development of a symmetric active/active replication framework that provides for

more reuse of code between individual implementations,

• development of interfaces and mechanisms to transparently provide symmetric ac-

tive/active replication to services with a minimum amount of adaptation,

• measuring any additional overhead introduced by the developed symmetric ac-

tive/active replication framework and its mechanisms, and

• gaining further experience with service-level symmetric active/active replication.

This proof-of-concept prototype focuses on the underlying symmetric active/active

replication framework and not on a specific service. With the experience from the pre-

viously developed prototypes (Sections 4.2 and 4.3), interactions of the symmetric ac-

tive/active replication framework with services are generalised.

4.4.2 Technical Approach

In the external or internal symmetric active/active replication software architecture, a

service-side interceptor or adaptor component deals with receiving incoming request mes-

sages and routing them or related state changes through the process group communication

system for total message order and reliable message delivery (Figure 4.17).

The service-side interceptor or adaptor also routes output back to the client, which

interacts with the service-side interceptor or adaptor component instead with the original

service. In case of a failure, clients need to be reconfigured in order to interact with the

service-side interceptor or adaptor component of another member of the active service

group. This requires clients to be informed about service group membership and to

perform a consistent connection fail-over in case of a failure. Clients need to be made

aware of the service-level symmetric active/active replication technique and need to be

modified for external or internal service-side replication.

The main idea behind the service-side interceptor/adaptor concept of the external/in-

ternal symmetric active/active replication software architecture is to hide the interaction

of the service with the group communication system from the service. While the internal

replication method tightly integrates the service with the service-side adaptor, the external

replication method utilises the service interface. In both cases, the client interacts with

the service-side interceptor/adaptor.
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Figure 4.17: Symmetric active/active replication software architecture with non-transpar-
ent client connection fail-over
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The transparent symmetric active/active replication software framework accommodates

both replication methods, external and internal, by using a virtual communication layer

(VCL). The original external and internal symmetric active/active replication methods

are refined to utilise service- and client-side interceptors/adaptors in order to provide

total transparency. Adaptation of these interceptors/adaptors to clients and services is

only needed with regards to the used communication protocols and its semantics. Clients

and services are unaware of the symmetric active/active replication infrastructure as it

provides all necessary mechanisms internally.

4.4.3 Architecture and Design

In the refined symmetric active/active replication software architecture with transpar-

ent client connection fail-over (Figure 4.18), an additional client-side interceptor/adaptor

hides the interaction of the client with the service-side interceptor/adaptor from the client

in the same fashion the service-side interceptor/adaptor hides the interaction of the service

with the service-side interceptor/adaptor.

Similar to the service-side interceptor/adaptor, the client-side interceptor may be im-

plemented externally by utilising the service interface at the client-side, and the client-side

adaptor may be implemented internally by tightly integrating it with the client. In both

cases, the client recognises the client-side interceptor/adaptor as the service.

The client- and service-side interceptors/adaptors maintain a VCL, which client and

service are unaware of. In fact, the client is only aware of a connection to a local service

represented by the client-side interceptor/adaptor, while the service is only aware of a

connection to a local client represented by the service-side interceptor/adaptor.

External interceptors offer transparency at the networking layer, i.e., the client-side

interceptor process establishes a local interceptor service at a certain network port that

acts like the replicated service and the service-side interceptor process acts as a network

client for the replicated service. Internal adapter libraries, however, provide a certain

level of transparency at the messaging layer, i.e., calls to network functions are inter-

cepted/replaced with calls to adaptor library functions mimicking network function be-

haviour at the client and service side.

The VCL enforces the needed process group communication semantics at the service

side as well as at the client-side based on the existing symmetric active/active replication

software architecture. In addition to maintaining the previous process group commu-

nication role of service-side interceptors/adaptors of performing total message ordering,

the VCL assures that client-side interceptors/adaptors are informed about service group

membership and perform a consistent connection fail-over in case of a failure.
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Figure 4.18: Symmetric active/active replication software architecture with transparent
client connection fail-over
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Figure 4.19 shows an example that explains how the VCL would provide full trans-

parency to clients and services in the external replication design of the symmetric ac-

tive/active HPC job and resource management service proof-of-concept prototype (for

the original non-transparent design see Figure 4.4 in Section 4.2). The interceptor pro-

cess on client nodes together with the Transis group communication service, the JOSHUA

service, and the distributed mutual exclusion client scripts on each redundant head node

form the VCL. Full transparency is provided as clients recognise the interceptor process on

client nodes as their local HPC job and resource management service, while the HPC job

and resource management service on each redundant head node recognises the JOSHUA

service as their local client.
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te

rc
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Virtual Communication Layer

Virtual Communication LayerVirtual Communication Layer

Figure 4.19: Example: Transparent external replication design of the symmetric ac-
tive/active HPC job and resource management service

Figure 4.20 shows an example that explains how the VCL would provide partial trans-

parency to clients and services in the internal replication design of the symmetric ac-

tive/active HPC parallel file system metadata system service proof-of-concept prototype

(for the original non-transparent design see Figure 4.11 in Section 4.3). The adaptors for

the PVFS metadata clients on client nodes together with the Transis group communi-

cation service and the adaptor for the PVFS metadata service on each redundant head

node form the VCL. Transparency is provided as clients recognise their adaptor on client
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nodes as their local PVFS metadata service, while the PVFS metadata service on each

redundant head node recognises its adaptor as local client. However, transparency is only

partial as client and service need to be modified to interact with their adaptors.

Transis
Service A

PVFS MDS
Service A

Watchdog
Service APVFS 

Library 
MDS Client

PVFS 
Kernel 
Module 

MDS Client

Service Node A

Service Node B

Adaptor

Virtual Communication Layer

Adaptor

Adaptor

Figure 4.20: Example: Transparent internal replication design of the symmetric ac-
tive/active HPC parallel file system metadata service

Failure Handling

In addition to the fault-tolerant group communication mechanisms handled at the service

side (Section 3.3.4), the VCL provides communication fail-over for client connections in

a transparent fashion, i.e., clients are unaware of the failure of a service.

Upon initial connection to a service-side interceptor/adaptor, the client-side intercep-

tor/adaptor receives the current list of group members. All client-side interceptors/adap-

tors are notified about membership changes by the service-side interceptor/adaptor they

are connected to after the service group members agree.

A client-side interceptor/adaptor that detects a failure of its service-side intercep-

tor/adaptor performs a connection fail-over to another service-side interceptor/adaptor

based on its current list of group members. After reconnection, a recovery protocol re-

trieves any undelivered messages cached at the service group.

The connection between client- and service-side interceptors/adaptors uses message se-

quencing and acknowledgements in both directions to assure reliable message delivery.

While the message sequencing assures that already received messages can be ignored, ac-

knowledgements are used in certain intervals to clear cached messages at the service group.

However, acknowledgements from the client-side interceptor/adaptor are interleaved with

request messages, reliably multicast, and totally ordered, such that each service-side in-

terceptor/adaptor is able to maintain a consistent message cache for service-side output

messages in order to perform the connection fail-over transparently.
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In case of a connection fail-over, all cached messages are resent by the new service-side

interceptor/adaptor in the same order and duplicated messages are ignored accordingly

to the sequence number of the last received message before the failure.

4.4.4 Test Results

Introducing external client-side interceptors into the communication path of a client-

service system inherently results in a certain performance degradation. The introduction

of internal client-side adaptors does not significantly affect performance.

A test mockup of the preliminary proof-of-concept prototype implementation has been

deployed on a dedicated Linux cluster for performance testing. Each node contained dual

Intel Pentium IV 2GHz processors with 768MB of memory and 40GB of disk space. All

nodes were connected via a single Fast Ethernet (100MBit/s full duplex) hub. Federa Core

5 has been used as OS. A simple benchmark is used to perform and measure emulated

RPC patterns by sending a payload to the service and waiting for its return. The RPCs

are symmetric, i.e., requests and responses have the same payload.

The tests do not include any process group communication system as its performance

impact is service dependent, e.g., on message size, and has been studied in the previous

proof-of-concept prototype for providing symmetric active/active replication for the MDS

of the parallel file system (Section 4.3). The process group communication system latency

of 235-3,514µs for 1-8 members can be simply added to the measured RPC latency for

a generic comparison, since the tests are performed in the same testbed and intercep-

tor communication and process group communication do not interfere with each other.

Performance results are averages over 100 test runs.

The message ping-pong, i.e., emulated RPC, latency performance tests (Figure 4.21 or

Section A.1.3) of the transparent symmetric active/active replication framework proof-of-

concept prototype using external replication show that performance decreases with more

interceptors in the communication path. The performance penalty for small payloads

(0.1kB) for using client- and service-side interceptors can be as high as 22% in comparison

to an unmodified client/service system, in contrast to the penalty of 11% when using

service-side interceptors only. However, the performance impact dramatically decreases

with increasing payload.

With a latency performance of 150-178µs for 0-2 interceptors using small payloads

(0.1kB), the previously measured process group communication system latency of 235-

3,514µs for 1-8 members is clearly the dominant factor. However, with a latency per-

formance of 1900-2000µs for 0-2 interceptors using bigger payloads (10kB), the process

group communication system latency becomes equal or less important.
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Figure 4.21: Normalised message ping-pong (emulated remote procedure call) latency per-
formance of the transparent symmetric active/active replication framework using external
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bandwidth performance of the transparent symmetric active/active replication framework
using external replication (averages over 100 tests)
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The message ping-pong bandwidth performance tests (Figure 4.22 or Section A.1.3) also

show that performance decreases with more interceptors in the client-service communica-

tion path. The performance for small payloads (0.1kB) for using client- and service-side

interceptors can be as low as 83% of an unmodified client/service system, in contrast to

the 91% when using service-side interceptors only. However, the performance impact also

dramatically decreases with increasing payload.

Both, latency and bandwidth performance are also highly dependent on the request/

query processing latency of a service. The performed tests assume a request/query pro-

cessing latency of 0µs, which is unrealistic but represents the worst-case scenario for the

symmetric active/active replication infrastructure. The higher the request/query pro-

cessing latency, the lesser is the impact of the latency and bandwidth performance of the

symmetric active/active replication infrastructure.

4.4.5 Conclusions

With this preliminary proof-of-concept prototype, a symmetric active/active replication

software architecture has been designed that uses a VCL to accommodate both replication

methods, internal and external, and to allow for transparent client connection fail-over as

well as for more reuse of code between individual service-level replication implementations.

With the introduction of client-side interceptors/adaptors in addition to those on the

service side, the developed solution additionally hides the interaction of the client with

the service-side interceptor/adaptor from the client in the same fashion the service-side

interceptor/adaptor hides the interaction of the service with the service-side intercep-

tor/adaptor. Adaptation of interceptors/adaptors to clients and services is only needed

with regards to the used communication protocol and its semantics. Clients and services

are unaware of the symmetric active/active replication infrastructure as it provides all

necessary mechanisms internally via the VCL.

The developed symmetric active/active replication prototype is able to transparently

provide service-level high availability using the symmetric active/active replication ap-

proach for services in parallel and distributed computing systems. It is applicable to any

service-oriented or service-dependent architecture.

The transparency provided by the VCL also hides any communication across admin-

istrative domains, i.e., communication appears to be local. This has two consequences.

First, client and service still need to perform any necessary authentication and authori-

sation using the client- and service-side interceptors/adaptors as virtual protocol routers.

Second, the VCL itself may need to perform similar mechanisms to assure its own integrity

across administrative domains.
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The experience gained with this preliminary proof-of-concept prototype is important

with respect to applying symmetric active/active replication to other HPC system ser-

vices. The performance results can be used as a guideline for choosing between the

internal and external replication method depending on the performance requirements and

architectural complexity of a specific service.

4.5 Transparent Symmetric Active/Active Replication

Framework for Dependent Services

The previously developed software framework (Section 4.4) offers transparent symmetric

active/active replication. However, this preliminary proof-of-concept prototype is limited

to client-service scenarios. While they are quite common, as exemplified with the symmet-

ric active/active replication proof-of-concept prototype for the HPC parallel file system

metadata service (Section 4.3), dependencies between critical HPC system services exist.

The Lustre cluster file system (Section 2.1.1), for example, employs a MDS as well as

object storage services (OSSs). File system drivers on compute nodes communicate in a

client-service fashion with these services. However, in contrast to PVFS (Sections 2.1.1

and 4.3), MDS and OSSs communicate with each other in a service-to-service fashion

incompatible with the current client-service replication architecture.

The previously developed symmetric active/active replication proof-of-concept proto-

type for the HPC job and resource management service (Section 4.2) also showed exactly

this deficiency, as the job management service on the head node of a HPC system, i.e.,

the PBS service, and the parallel job start and process monitoring service on the compute

nodes, i.e., the PBS mom service, depend on each other to function correctly.

The developed preliminary proof-of-concept prototype of a transparent symmetric ac-

tive/active replication framework does not clearly address dependent services. The re-

search and development effort presented in this Section targets the extension of the de-

veloped preliminary proof-of-concept prototype to replication scenarios with dependent

services using its already existing mechanisms and features. As part of this effort, a sec-

ond preliminary proof-of-concept prototype [209] has been developed in C on Linux to

provide symmetric active/active high availability transparently to dependent services.

This preliminary proof-of-concept prototype was primarily motivated by the experience

gained from an attempt to apply the previously developed software framework to the

Lustre cluster file system metadata service. A preliminary proof-of-concept prototype

implementation in C on Linux was carried out under my supervision by Matthias Weber

during his internship at Oak Ridge National Laboratory, USA, for his MSc thesis at the
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University of Reading, UK. His thesis [210], titled “High Availability for the Lustre File

System”, revealed the incompatibility of the client-service oriented transparent symmetric

active/active replication framework with the service interdependencies in Lustre. The

following approach for a transparent symmetric active/active replication framework for

dependent services was a direct result of this experienced limitation.

4.5.1 Objectives

The developed transparent symmetric active/active replication software framework only

addresses client-service scenarios, but more complex service-service relationships between

critical HPC system services exist. The development of this preliminary proof-of-concept

prototype had the following primary objectives:

• extension of the developed symmetric active/active replication framework to provide

high availability to dependent services,

• utilisation of existing mechanisms and features to avoid an unnecessary increase in

framework size and complexity,

• measuring any additional overhead introduced by the extended symmetric active/ac-

tive replication framework in scenarios with dependent services, and

• gaining further experience with service-level symmetric active/active replication.

This proof-of-concept prototype focuses on the underlying transparent symmetric ac-

tive/active replication framework and not on a specific service. With the experience

from the previously developed prototype for the HPC job and resource management ser-

vice (Section 4.2) and based on the architecture of the Lustre cluster file system (Sec-

tion 2.1.1), interactions of the symmetric active/active replication framework in scenarios

with dependent services are generalised.

4.5.2 Technical Approach

Two networked services depend on each other, when one service is a client of the other

service or when both services are clients of each other. More than two services may depend

on each other through a composition of such service-to-service dependencies.

In the previously introduced example of the Lustre cluster file system architecture, MDS

and OSSs are not only services for the file system driver client on the compute nodes of

a HPC system, but also clients for each other. Assuming n compute, 1 MDS and m OSS

nodes, this architecture consists of a n-to-1 dependency for file system driver and MDS,
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a n-to-m dependency for file system driver and OSSs, a m-to-1 dependency for OSSs and

MDS, and a 1-to-m dependency for MDS and OSSs.

In order to deal with such dependencies between services, the existing transparent

symmetric active/active replication framework is extended to service-service scenarios

by using its already existing mechanisms and features for client-service systems. While

each interdependency between two services is decomposed into two respective orthogonal

client-service dependencies, services utilise separate client-side interceptors/adapters for

communication to services they depend on.

4.5.3 Architecture and Design

A high-level abstraction of the existing transparent symmetric active/active replication

framework architecture helps to illustrate dependencies between clients and services, and

to decompose dependencies between services into respective client-service dependencies.

With the help of the VCL that hides the replication infrastructure as much as possible, the

framework architecture can be simplified into five components: nodes, clients, services,

VCLs, and connections (Figure 4.23). This high-level abstraction is independent of the

replication method, internal or external, while it clearly identifies clients, services, replicas,

client-service dependencies, and decomposed service-to-service dependencies.

Figure 4.23: Transparent symmetric active/active replication framework architecture for
client/service scenarios

In this abstraction, a node represents some specific service state. Each node may host

only one service and multiple clients, where clients on a node that hosts a service belong

to that service. Each VCL belongs to one group of replicated services and their clients.

Any client or service may belong to only one VCL.
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The notion of node in this abstraction may not directly fit to real-world applications

as a single physical service node may host multiple services, like the head node in a HPC

system. This may be noted in the abstraction by using a node for each service that runs

independently on a physical node. Multiple services that do depend on each other and

run on the same physical node are considered as one service, since they are replicated as

one single deterministic state machine.

Service-independent clients may be noted by using a node for each client. Independent

clients may not be grouped together on a node in the abstraction, even if they reside on

the same physical node. This allows to differentiate between the states of clients.

For the respective VCL they are connected to, clients utilise their client-side intercep-

tor/adaptor and services utilise their service-side interceptor/adaptor. The client-side

interceptors/adaptors of a replicated service form a single virtual client in the VCL layer,

thus allowing client-side interceptors/adaptors of clients or of non-replicated services to

connect to the same VCL.

Based on this high-level abstraction, a variety of scenarios can be expressed using the

existing transparent symmetric active/active replication framework.

Figure 4.24 depicts a scenario with a group of clients, client nodes 1-3, accessing a

replicated service group, service nodes 1A-C, which itself relies on another replicated

service group, service nodes 2X-Z. The service nodes 1A-C provide a replicated service

to client nodes 1-3, while they are clients for service nodes 2X-Z. Each of the two VCLs

performs the necessary replication mechanisms for its replicated service.

The scenario depicted in Figure 4.24 solves the issue of the HPC job and resource

management service. Services 1A-C represent the replicated job management service

process running on HPC system head nodes and services 2X-Z represent the replicated

parallel job start and process monitoring service process running on HPC system compute

nodes. Both services can be fully and transparently replicated by using serial VCLs to

hide the replication infrastructure from both services.

Figure 4.25a shows a group of clients, client nodes 1-3, communicating with two different

replicated service groups, service nodes 1A-B and 2Y-Z. The client nodes 1-3 host two

clients, each for a different VCL belonging to a different replicated service group.

Figure 4.25b illustrates a scenario with two interdependent replicated service groups.

The service nodes 1A-B provide a replicated service and are clients of 2Y-Z, while the

service nodes 2Y-Z provide a replicated service and are clients of 1A-B.

The presented high-level abstraction can be used to guide the deployment of the trans-

parent symmetric active/active replication framework in more complex scenarios with

dependent HPC system services using one of the presented scenarios or a combination of

the presented scenarios.
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Figure 4.24: Transparent symmetric active/active replication framework architecture for
client/client+service/service scenarios

(a) Client/2 services scenarios (b) Service/service scenarios

Figure 4.25: Transparent symmetric active/active replication framework architecture for
client/2 services and service/service scenarios
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Going back to the Lustre cluster file system example, Figure 4.26 illustrates a highly

available Lustre deployment using this high-level abstraction. This example uses 3 file

system driver clients (client nodes 1-3), a replicated MDS service group, MDS nodes W-X,

and one replicated OSS service group, OSS nodes Y-Z. This architecture is a combination

of a group of clients communicating with two different replicated service groups (Fig-

ure 4.25a) and two interdependent replicated service groups (Figure 4.25b). Since Lustre

supports many clients and several OSSs, the depicted example may be extended with

respective components if needed.

Figure 4.26: Example: Transparent symmetric active/active replication framework archi-
tecture for the Lustre cluster file system

4.5.4 Test Results

This enhancement of the previously developed preliminary proof-of-concept prototype

of a symmetric active/active replication framework introduces two new basic replication

configurations: (1) multiple serial VCLs, i.e., nodes with a service and one or more

clients (Figure 4.24), and (2) multiple parallel VCLs, i.e., nodes with multiple clients

(Figure 4.25a). Service-to-service scenarios (Figure 4.25b) are a combination of both.

In addition to the normal interference between multiple services communicating with

their clients at the same time over the same network, multiple parallel VCLs may interfere

with each other if the process group communication traffic is routed through the same

network, i.e., via the same network switch. Since this interference is highly application

dependent, e.g., bandwidth usage, collisions, and network quality of service, a generic

performance evaluation does not make much sense. Furthermore, a separation of process

group communication traffic for additional performance may be implemented by deploying

a separate network between replicated service nodes.

Multiple serial VCLs interfere with each other by adding latency in a request/response

scenario commonly used by HPC system services in the form of RPCs.
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Reiterating the Lustre cluster file system example, the file system driver client on the

compute nodes communicates with the MDS, which in turn communicates with OSSs.

This scenario can be observed when deleting a file, where the MDS deletes the file record

and notifies the OSSs to delete the file object before returning a response back to the file

system driver client that initiated the file deletion request.

Since some HPC system services, such as the set of services deployed by Lustre, tend to

be response-latency sensitive, tests were performed with a generic client/service/service

architecture to measure the performance impact of using interceptor processes, i.e., ex-

ternal replication, in a serial VCL configuration.

Two test series were performed using (1) a single service and (2) two serial services,

each with and without interceptor processes, i.e., using external and internal replication,

between client and service 1, and service 1 and service 2 (Figure 4.24).

A test mockup of the preliminary proof-of-concept prototype implementation has been

deployed on a dedicated cluster for performance testing. Each node contained dual Intel

Pentium D 3GHz processors with 2GB of memory and 210GB of disk space. All nodes

were connected via a single Gigabit Ethernet (1GBit/s full duplex) hub. Federa Core 5

64bit has been used as OS. A simple benchmark is used to perform and measure emulated

RPC patterns by sending a payload to the service and waiting for its return. The RPCs

are symmetric, i.e., requests and responses have the same payload. Performance results

are averages over 100 test runs.

Similar to the previous preliminary proof-of-concept prototype implementation (Sec-

tion 4.4), the tests do not include any process group communication system as its perfor-

mance impact is service dependent and has been studied before (Section 4.3).

The message ping-pong, i.e., emulated RPC, latency performance tests (Figure 4.27 or

Section A.1.4) of the transparent symmetric active/active replication framework proof-of-

concept prototype in a serial VCL configuration clearly show the increasing performance

impact of adding interceptor processes into the communication path of dependent services.

The highest latency performance impact can be observed with small message payloads.

The performance penalty for small payloads (0.1kB) for using client and service-side in-

terceptors can be as high as 85% in comparison to an unmodified serial client/service

system, in contrast to the penalty of 35% when using service-side interceptors only. How-

ever, the relative performance impact dramatically decreases when increasing the payload

to 100KB, after which it increases again.

The message ping-pong bandwidth performance tests (Figure 4.28 or Section A.1.4) also

clearly show the increasing impact of adding interceptor processes into the communication

path. Similar to the latency impact, the highest bandwidth performance impact is with

small messages. The performance for small payloads (0.1kB) for using client and service-
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Figure 4.27: Normalised message ping-pong (emulated emulated remote procedure call)
latency performance of the transparent symmetric active/active replication framework in
a serial virtual communication layer configuration (averages over 100 tests)
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side interceptors can be as low as 55% of an unmodified serial client/service system,

in contrast to the 76% when using service-side interceptors only. However, the relative

performance impact also dramatically decreases when increasing the payload to 100KB,

after which it also increases again.

There are two factors that influence both performance impacts: (1) latency added

by the interceptor processes, and (2) local traffic, and respective congestion, added by

the interceptor processes. Both are due to the fact that the interceptor processes cause

network traffic to go twice through the OS, once to send/receive to/from the network and

once to send/receive to/from its client or service.

Similar to the previous preliminary proof-of-concept prototype implementation (Sec-

tion 4.4), latency and bandwidth performance are also highly dependent on the re-

quest/query processing latency of a service. The performed tests assume the worst-case

scenario for the symmetric active/active replication infrastructure, a service request/query

processing latency of 0µs.

4.5.5 Conclusions

With this preliminary proof-of-concept prototype, one important limitation of the previ-

ously developed preliminary proof-of-concept prototype of a transparent symmetric ac-

tive/active replication framework has been addressed. Its deficiency, the inability to deal

with dependent services, has been resolved by extending the replication framework us-

ing its already existing mechanisms and features to allow services to be clients of other

services, and services to be clients of each other.

By using a high-level abstraction, dependencies between clients and services, and de-

compositions of service-to-service dependencies into respective orthogonal client-service

dependencies can be mapped onto an infrastructure consisting of multiple symmetric

active/active replication subsystems. Each subsystem utilises the VCL to hide the repli-

cation infrastructure for a specific service group as much as possible.

The enhanced preliminary proof-of-concept prototype is able to transparently provide

high availability for dependent HPC system services by utilising existing mechanisms and

features, thus avoiding an unnecessary increase in framework size and complexity.

The additional experience gained with this proof-of-concept prototype is important with

respect to applying symmetric active/active replication to dependent HPC system services

in practice. The performance results can be used as a guideline for choosing between the

internal and external replication method depending on the performance requirements and

architectural complexity of a specific service or service group.
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4.6 Summary

This Chapter detailed objectives, technical approach, architecture, design, test results,

and conclusions for each developed proof-of-concept prototype. First, a symmetric ac-

tive/active high availability framework concept was outlined. This multi-layered frame-

work concept coordinated individual solutions with regards to their respective field, and

offered a modular approach that allows for adaptation to system properties and appli-

cation needs. The four developed prototypes primarily focused on the virtual synchrony

runtime environment of this framework concept as implementations of the other layers

can be found in existing solutions. Future work may combine existing solutions with the

virtual synchrony runtime environment presented in this Chapter.

The first prototype was the very first fully functional solution for providing symmetric

active/active high availability for a HPC system service using the external replication

approach that wraps an existing service into a virtually synchronous environment. It

provided high availability for the TORQUE job and resource management service with

an acceptable performance. A distributed mutual exclusion to unify replicated output

was showcased. The developed proof-of-concept prototype provided an extraordinary

service availability. With a node MTTF of 5,000 hours, service availability could be

improved from 99.285% to 99.995% in a two-node system, an increase from a two-nines

to a four-nines rating just by using a second node. Adding another node would increase

service availability to 99.99996%, a six-nines rating. Experienced limitations included a

certain latency performance overhead unacceptable for more latency-sensitive services,

and complex interdependencies between individual system services on head, service and

compute nodes incompatible with the client-service replication infrastructure.

The second prototype was a fully functional solution for providing symmetric ac-

tive/active high availability for the MDS of PVFS using the internal replication approach,

which modifies an existing service to inferface it with a process group communication sys-

tem for virtual synchrony. The prototype offered a remarkable latency and throughput

performance due to significant improvements in the process group communication total

message order protocol. This improvement solved one of the experienced limitations of

the first prototype. Similar to the previous prototype, this prototype provided an extraor-

dinary service availability. While this particular MDS was an easy-to-modify solution due

to the small size and complexity of its clients and service, other parallel file systems, such

as Lustre, are rather complex.

The third prototype was a symmetric active/active replication software architecture

that uses a VCL to accommodate both replication methods, internal and external, to

allow for transparent client connection fail-over as well as for more reuse of code be-
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tween individual service-level replication implementations. With the introduction of

client-side interceptors/adaptors, clients and services were unaware of the symmetric ac-

tive/active replication infrastructure provided by this preliminary proof-of-concept pro-

totype as it supports all necessary mechanisms internally via the VCL. Adaptation of

interceptors/adaptors to clients and services is only needed with regards to the used

communication protocol and its semantics. This improvement solved the experienced

limitation of the first two prototypes. The provided generic performance results can be

used as a guideline for choosing between the internal and external replication method

depending on the performance requirements or complexity of a specific service.

The fourth prototype removed another limitation, the inability to deal with depen-

dent services. The third prototype was extended using its already existing mechanisms

and features to allow services to be clients of other services, and services to be clients

of each other. By using a high-level abstraction, this preliminary proof-of-concept proto-

type, in addition to normal dependencies between clients and services, maps decomposi-

tions of service-to-service dependencies into respective orthogonal dependencies between

clients and services onto a replication infrastructure consisting of multiple symmetric ac-

tive/active replication subsystems. Similar to the previous preliminary prototype, generic

performance results are provided to be used as a guideline for choosing between the in-

ternal and external replication method depending on the performance requirements or

complexity of a specific service or service group.
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Work

This Chapter concludes this thesis with an overall summary and evaluation of the pre-

sented research, and a discussion of future directions.

5.1 Summary

In the following, individual chapter summaries are reiterated to give an overall summary

of the presented work.

Chapter 1 provided a more detailed description of the overall thesis research back-

ground, motivation, objectives, methodology, and contribution. The research background

of scientific HPC and its significance to other science areas, such as climate dynamics,

nuclear astrophysics, and fusion energy, has been explained. The trend toward larger-

scale HPC systems beyond 100,000 computational, networking, and storage components

and the resulting lower overall system MTTF has been detailed. The main objective of

this thesis, efficient software state replication mechanisms for the redundancy of services

running on HPC head and service nodes, has been stated and motivated by the fact that

such service components are the “Achilles heel” of a HPC system.

The methodology and major research contributions of this thesis have been outlined

with respect to theoretical ground work (see summary for Chapter 3) and proof-of-concept

prototype development (see summary for Chapter 4).

Chapter 2 evaluated previous work within the research context of this thesis. Detailed

past and ongoing research and development for HPC head and service node high availabil-

ity included active/standby configurations using shared storage, active/standby configu-

rations using software state replication, and high availability clustering. Certain pitfalls

involving active/standby configurations using shared storage, such as backup corruption

during failure, have been pointed out. There was no existing solution using symmetric

active/active replication, i.e., state-machine replication.
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Described techniques for HPC compute node high availability included checkpoint/re-

start, message logging, algorithm-based fault tolerance, and proactive fault avoidance.

The underlying software layer often relied on HPC head and service node high availability

for coordination and reconfiguration after a failure.

Examined distributed systems efforts focused on state-machine replication, process

group communication, virtual synchrony, distributed control, and practical Byzantine

fault tolerance. Many of the distributed systems mechanisms were quite advanced in

terms of communication protocol correctness and provided availability. There has been

much less emphasis on high performance.

Detailed IT and telecommunication industry solutions covered a wide range of high

availability configurations. The only two solutions using some variant of state-machine

replication were T2CP-AR for TCP-based telecommunication services and Stratus Con-

tinuous Processing for DMR with hardware-supported instruction-level replication.

Chapter 3 provided the theoretical ground work of the research presented in this thesis.

An extended generic taxonomy for service-level high availability has been presented that

introduced new terms, such as asymmetric active/active and symmetric active/active, to

resolve existing ambiguities of existing terms, such as active/active. The taxonomy also

clearly defined the various configurations for achieving high availability of service and

relevant metrics for measuring service availability. This extended taxonomy represented

a major contribution to service availability research and development with respect to

incorporating state-machine replication theory and resolving ambiguities of terms.

Current HPC system architectures were examined in detail and a more generalised ar-

chitecture abstraction was introduced to allow the identification of availability deficiencies.

HPC system services were categorised into critical and non-critical to describe their im-

pact on overall system availability. HPC system nodes were categorised into single points

of failure and single points of control to pinpoint their involvement in system failures, to

describe their impact on overall system availability, and to identify their individual need

for a high availability solution. This analysis of architectural availability deficiencies of

HPC systems represented a major contribution to the understanding of high availability

aspects in the context of HPC environments.

Using the taxonomy and a conceptual service model, various methods for providing

service-level high availability were defined and their mechanisms and properties were de-

scribed in detail. A theoretical comparison of these methods with regards to their perfor-

mance overhead and provided availability was presented. This comparison represented a

major contribution to service availability research and development with respect to incor-

porating state-machine replication theory. It clearly showed that symmetric active/active
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replication provides the highest form of availability, while its performance impact highly

depends on the employed process group communication protocol.

Chapter 4 detailed the developed proof-of-concept prototypes. First, a multi-layered

symmetric active/active high availability framework concept was outlined that coordi-

nated individual solutions with regards to their respective field and offered a modular

approach for adaptation to system properties and application needs. The four developed

proof-of-concept prototypes primarily focused on the virtual synchrony runtime environ-

ment as implementations of the other layers can be found in existing solutions.

The first proof-of-concept prototype was the very first fully functional solution for

providing symmetric active/active high availability for a HPC system service using the

external replication approach that wraps an existing service into a virtually synchronous

environment. It provided extraordinary high availability for the TORQUE job and re-

source management service with an acceptable performance. With a node MTTF of 5,000

hours, service availability could be improved from 99.285% to 99.995% in a two-node sys-

tem, an increase from a two-nines to a four-nines rating just by using a second node. A

distributed mutual exclusion to unify replicated output was showcased. Experienced lim-

itations included a certain performance overhead unacceptable for more latency-sensitive

services, and complex interdependencies between individual system services on head, ser-

vice and compute nodes incompatible with the client-service replication infrastructure.

The second proof-of-concept prototype was a fully functional solution for providing

symmetric active/active high availability for the MDS of PVFS using the internal repli-

cation approach, which modifies an existing service to inferface it with a process group

communication system for virtual synchrony. The proof-of-concept prototype offered a

remarkable latency and throughput performance due to significant improvements in the

process group communication protocol. This improvement solved the experienced limita-

tion of the first proof-of-concept prototype, while it continued to provide an extraordinary

service availability. While this particular MDS was an easy-to-modify solution due to the

small size and complexity of its clients and service, other parallel file systems, such as

Lustre, are rather complex.

The third proof-of-concept prototype was a symmetric active/active replication software

architecture that uses a VCL to accommodate both replication methods, internal and

external, to allow for transparent client connection fail-over as well as for more reuse

of code. Clients and services were unaware of the symmetric active/active replication

infrastructure provided by this preliminary proof-of-concept prototype as it supports all

necessary mechanisms internally via the VCL. Adaptation of interceptors/adaptors to

clients and services is only needed with regards to the used communication protocol. This
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improvement solved an experienced limitation of the first two proof-of-concept prototypes.

Provided generic performance results can be used as a guideline for choosing between the

internal and external replication method depending on service performance requirements

and architectural complexity.

The fourth proof-of-concept prototype removed another limitation, the inability to deal

with dependent services. The third proof-of-concept prototype was extended using its

already existing mechanisms and features to allow services to be clients of other services,

and services to be clients of each other. By using a high-level abstraction, this prelimi-

nary proof-of-concept prototype, in addition to normal dependencies between clients and

services, maps decompositions of service-to-service dependencies into respective orthogo-

nal dependencies between clients and services onto a replication infrastructure consisting

of multiple symmetric active/active replication subsystems. Generic performance results

are provided to be used as a guideline for choosing between the internal and external

replication method performance requirements and architectural complexity of a specific

service or service group.

5.2 Conclusions

The theoretical ground work of this thesis research is an important contribution to a

modern taxonomy for service-level high availability as well as a significant step in under-

standing high availability aspects in the context of HPC environments.

The introduction of the terms asymmetric and symmetric active/active replication

resolved existing ambiguities, while it integrated state-machine replication theory with

service-level high availability taxonomy. This provides the high availability research and

development community with a common language across all high availability configura-

tions and mechanisms.

The identification of critical and non-critical system services as well as of individual

single points of failure and single points of control within a generalised HPC system

architecture revealed several availability deficiencies and the need for high availability

solutions for various service components, i.e., for head and service nodes. This results

in a greater awareness within the HPC community of such availability deficiencies and of

needed high availability solutions.

The comparison of service-level high availability methods using a conceptual service

model and a common taxonomy for employed algorithms, provided availability, and in-

curred performance overhead, showed that active/hot-standby and symmetric active/ac-

tive replication provide the highest form of availability. In case of symmetric active/active

replication, the performance impact highly depended on the employed process group com-
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munication protocol. This comparison results in a greater awareness within the high avail-

ability research and development community about the various high availability methods

and their properties.

The developed proof-of-concept prototypes documented in this thesis represent a giant

leap forward in providing high availability for HPC system services as well as an important

contribution in offering symmetric active/active high availability transparently to clients

and services.

The symmetric active/active high availability proof-of-concept prototype for a HPC

job and resource management service not only showed that high availability can be pro-

vided without modifying a service, but also demonstrated the giant advantage symmetric

active/active replication offers with its extremely low failure recovery impact and extraor-

dinary high availability. With a MTTF of 5,000 hours for a single head node, service avail-

ability was improved from 99.285% to 99.995% in a two-node system, and to 99.99996%

with three nodes. This proof-of-concept prototype offers a convincing argument to the

high availability community in general and to the HPC community in specific that sym-

metric active/active high availability is implementable and provides the highest degree of

service availability.

The symmetric active/active high availability proof-of-concept prototype for a HPC

parallel file system metadata service additionally showed that high availability can be

provided in conjunction with high performance. While the original metadata service was

modified for adaptation to a process group communication system, it was also enhanced

with the capability to interleave non-concurrent state changes for better performance.

The improvement of the process group communication protocol was instrumental to the

displayed high performance. This proof-of-concept prototype offers a convincing argument

to the high availability community in general and to the HPC community in specific

that symmetric active/active high availability is simply better or at least equal to its

active/standby and asymmetric active/active competitors.

The two preliminary proof-of-concept prototypes for a transparent symmetric active/ac-

tive replication software framework for client-service and dependent service scenarios

showed that transparent or semi-transparent deployment of the replication infrastruc-

ture completely or partially invisible to clients and services is possible. Based on the

symmetric active/active high availability framework concept of this thesis, both prelimi-

nary proof-of-concept prototypes represent a path toward a production-type transparent

symmetric active/active replication software infrastructure.
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5.3 Future Work

Possible future work focuses on the following four research and development directions:

(1) development of a production-type symmetric active/active replication software infras-

tructure, (2) development of production-type high availability support for HPC system

services, (3) extending the transparent symmetric active/active replication software frame-

work proof-of-concept prototype to support active/standby and asymmetric active/active

configurations as well, and (4) extending the lessons learned and the prototypes developed

to other service-oriented or service-dependent architectures.

The two preliminary proof-of-concept prototypes for a transparent symmetric active/ac-

tive replication software framework for client-service and dependent service scenarios

already show the path toward a production-type solution. Using the symmetric ac-

tive/active high availability framework concept of this thesis, these preliminary proof-of-

concept prototypes may be combined with other existing solutions to offer a production-

type symmetric active/active replication software infrastructure. For example, the compo-

nent-based framework of Open MPI (Section 2.2.3) that encapsulates communication

drivers using interchangeable and interoperable components, the component-based frame-

work for group communication mechanisms in Horus (Section 2.3.3), and the VCL of the

symmetric active/active replication software framework proof-of-concept prototype for de-

pendent service scenarios may be integrated to implement a production-type transparent

symmetric active/active replication software framework.

Furthermore, the same two preliminary proof-of-concept prototypes for a transparent

symmetric active/active replication software framework for client-service and dependent

service scenarios may be used to develop production-type high availability support for

HPC system services beyond the proof-of-concept prototype stage. The developed sym-

metric active/active high availability proof-of-concept prototype for the HPC job and

resource management service and for the metadata service of the parallel file system were

custom implementations. Production-type deployment and continued support within the

code base of a service requires a transparent replication infrastructure with a standard

API, such as the VCL of the preliminary proof-of-concept prototype for a transparent

symmetric active/active replication software framework for dependent services.

The comparison of service-level high availability methods (Section 3.3) revealed that the

interfaces and mechanisms of all methods are quite similar. A replication software frame-

work that supports all these methods, such as active/standby, asymmetric active/active,

and symmetric active/active, may be of great practical value. This would not only allow

a practical comparison, but it would also yield a tunable replication infrastructure that

allows adaptation to individual performance and availability needs.
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Lastly, the work presented in this thesis, including theory and proof-of-concept proto-

types, may be applied to other service-oriented or service-dependent architectures, such

as to critical Web services (providers, brokers, . . . ), critical infrastructure services in peer-

to-peer or collaborative environments (directory servers, share points, . . . ), and critical

enterprise services (inventory and personnel databases, payroll services, . . . ).
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A Appendix

A.1 Detailed Prototype Test Results

A.1.1 External Symmetric Active/Active Replication for the HPC

Job and Resource Management Service

Software Configuration Active Head Nodes Latency
TORQUE 1 98ms (100%)
TORQUE+JOSHUA 1 134ms (137%)
TORQUE+JOSHUA 2 265ms (270%)
TORQUE+JOSHUA 3 304ms (310%)
TORQUE+JOSHUA 4 349ms (356%)

Table A.1: Job submission latency performance of the symmetric active/active HPC job
and resource management service prototype (averages over 100 tests)
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Figure A.1: Job submission latency performance of the symmetric active/active HPC job
and resource management service prototype (averages over 100 tests)
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Software Configuration Active Head Nodes 10 Jobs 50 Jobs 100 Jobs
TORQUE 1 0.93s (100%) 4.95s (100%) 10.18s (100%)
TORQUE+JOSHUA 1 1.32s ( 70%) 6.48s ( 76%) 14.08s ( 72%)
TORQUE+JOSHUA 2 2.68s ( 35%) 13.09s ( 38%) 26.37s ( 39%)
TORQUE+JOSHUA 3 2.93s ( 32%) 15.91s ( 31%) 30.03s ( 34%)
TORQUE+JOSHUA 4 3.62s ( 26%) 17.65s ( 28%) 33.32s ( 31%)

Table A.2: Job submission throughput performance of the symmetric active/active HPC
job and resource management service prototype (averages over 100 tests)
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Figure A.2: Job submission throughput performance of the symmetric active/active HPC
job and resource management service prototype (averages over 100 tests)
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Figure A.3: Normalized job submission throughput performance of the symmetric ac-
tive/active HPC job and resource management service prototype (averages over 100 tests)
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Figure A.4: Job submission throughput performance of the symmetric active/active HPC
job and resource management service prototype (100 submissions, averages over 100 tests)

Active Head Nodes MTTF 500 hours MTTF 1,000 hours MTTF 5,000 hours
1 93.284% 96.5251% 99.28514%
2 99.549% 99.8792% 99.99488%
3 99.970% 99.9958% 99.99996%
3 99.998% 99.9998% 99.99999%
Active Head Nodes MTTF 10,000 hours MTTF 50,000 hours
1 99.641290% 99.928052%
2 99.998711% 99.999948%
3 99.999991% 99.999999%
4 99.999994% 99.999999%

Table A.3: Availability of the symmetric active/active HPC job and resource management
service prototype
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A.1.2 Internal Symmetric Active/Active Replication for the HPC

Parallel File System Metadata Service

Processes (P) Transis Improved Transis Transis Improved Transis
1 Sender (Minimum) 1 Sender P Senders P Senders

1 230µs 235µs 227µs
2 940µs 952µs 966µs 971µs
3 1,020µs 1,031µs 1,458µs 1,461µs
4 1,070µs 1,089µs 1,842µs 1,845µs
5 1,150µs 1,158µs 2,231µs 2,236µs
6 1,200µs 1,213µs 2,639µs 2,646µs
7 1,280µs 1,290µs 3,068µs 3,073µs
8 1,340µs 1,348µs 3,509µs 3,514µs

Maximum of Transis 1 sender = heartbeat interval, e.g., ≈500,000 µs)

Table A.4: Latency performance of the fast-delivery protocol (averages over 100 tests)
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PVFS MDS Clients 1 2 4
1 PVFS MDS 11ms (100%) 23ms (100%) 52ms (100%)
1 Symmetric Active/Active PVFS MDS 13ms (118%) 27ms (117%) 54ms (104%)
2 Symmetric Active/Active PVFS MDS 14ms (127%) 29ms (126%) 56ms (108%)
4 Symmetric Active/Active PVFS MDS 17ms (155%) 33ms (143%) 67ms (129%)
PVFS MDS Clients 8 16 32
1 PVFS MDS 105ms (100%) 229ms (100%) 470ms (100%)
1 Symmetric Active/Active PVFS MDS 109ms (104%) 234ms (102%) 475ms (101%)
2 Symmetric Active/Active PVFS MDS 110ms (105%) 237ms (103%) 480ms (102%)
4 Symmetric Active/Active PVFS MDS 131ms (125%) 256ms (112%) 490ms (104%)

Table A.5: Request latency performance of the symmetric active/active HPC parallel file
system metadata service (averages over 100 tests)
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Figure A.5: Request latency performance of the symmetric active/active HPC parallel
file system metadata service (averages over 100 tests)
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PVFS MDS Clients 1 2 4
1 PVFS MDS 122/s (100%) 115/s (100%) 111/s (100%)
1 Symmetric Active/Active PVFS MDS 122/s (100%) 115/s (100%) 111/s (100%)
2 Symmetric Active/Active PVFS MDS 206/s (169%) 215/s (187%) 206/s (186%)
4 Symmetric Active/Active PVFS MDS 366/s (300%) 357/s (310%) 351/s (316%)
PVFS MDS Clients 8 16 32
1 PVFS MDS 107/s (100%) 103/s (100%) 88/s (100%)
1 Symmetric Active/Active PVFS MDS 107/s (100%) 103/s (100%) 88/s (100%)
2 Symmetric Active/Active PVFS MDS 205/s (192%) 194/s (188%) 155/s (176%)
4 Symmetric Active/Active PVFS MDS 347/s (324%) 340/s (330%) 334/s (380%)

Table A.6: Query throughput performance of the symmetric active/active HPC parallel
file system metadata service (averages over 100 tests)
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Figure A.6: Query throughput performance of the symmetric active/active HPC parallel
file system metadata service (averages over 100 tests)
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PVFS MDS Clients 1 2 4
1 PVFS MDS 98/s (100%) 90/s (100%) 84/s (100%)
1 Symmetric Active/Active PVFS MDS 94/s ( 96%) 86/s ( 96%) 80/s ( 95%)
2 Symmetric Active/Active PVFS MDS 79/s ( 81%) 71/s ( 79%) 71/s ( 85%)
4 Symmetric Active/Active PVFS MDS 72/s ( 73%) 67/s ( 74%) 66/s ( 79%)
PVFS MDS Clients 8 16 32
1 PVFS MDS 81/s (100%) 78/s (100%) 69/s (100%)
1 Symmetric Active/Active PVFS MDS 77/s ( 95%) 76/s ( 97%) 69/s (100%)
2 Symmetric Active/Active PVFS MDS 67/s ( 83%) 66/s ( 85%) 66/s ( 96%)
4 Symmetric Active/Active PVFS MDS 65/s ( 80%) 63/s ( 81%) 62/s ( 90%)

Table A.7: Request throughput performance of the symmetric active/active HPC parallel
file system metadata service (averages over 100 tests)
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Figure A.7: Request throughput performance of the symmetric active/active HPC parallel
file system metadata service (averages over 100 tests)
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A.1.3 Transparent Symmetric Active/Active Replication Framework

for Services

Payload Without With Service With Both
Interceptors Interceptor Interceptors

0.1kB 150µs (100%) 151µs (101%) 178µs (119%)
1.0kB 284µs (100%) 315µs (111%) 347µs (122%)

10.0kB 1,900µs (100%) 1,900µs (100%) 2,000µs (105%)
100.0kB 22,300µs (100%) 22,500µs (101%) 22,700µs (102%)

Table A.8: Message ping-pong (emulated emulated remote procedure call) latency perfor-
mance of the transparent symmetric active/active replication framework using external
replication (averages over 100 tests)
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Figure A.8: Message ping-pong (emulated emulated remote procedure call) latency per-
formance of the transparent symmetric active/active replication framework using external
replication (averages over 100 tests)
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Payload Without With Service With Both
Interceptors Interceptor Interceptors

0.1kB 0.7MBps (100%) 0.7MBps (100%) 0.6MBps (86%)
1.0kB 3.5MBps (100%) 3.2MBps ( 91%) 2.9MBps (83%)

10.0kB 5.3MBps (100%) 5.2MBps ( 98%) 5.0MBps (94%)
100.0kB 4.5MBps (100%) 4.4MBps ( 98%) 4.4MBps (98%)

Table A.9: Message ping-pong (emulated emulated remote procedure call) bandwidth per-
formance of the transparent symmetric active/active replication framework using external
replication (averages over 100 tests)
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Figure A.9: Message ping-pong (emulated emulated remote procedure call) bandwidth
performance of the transparent symmetric active/active replication framework using ex-
ternal replication (averages over 100 tests)
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A.1.4 Transparent Symmetric Active/Active Replication Framework

for Dependent Services

Payload 1 Service 0 Interceptors 1 Service/2 Interceptors
0.1kB 0.10ms (100%) 0.19ms (190%)
1.0kB 0.16ms (100%) 0.24ms (150%)

10.0kB 0.35ms (100%) 0.45ms (129%)
100.0kB 2.21ms (100%) 2.40ms (109%)

1000.0kB 17.20ms (100%) 24.00ms (140%)
Payload 2 Services/0 Interceptors 2 Services/2 Interceptors 2 Services/4 Interceptors

0.1kB 0.20ms (100%) 0.27ms (135%) 0.37ms (185%)
1.0kB 0.32ms (100%) 0.38ms (119%) 0.47ms (147%)

10.0kB 0.70ms (100%) 0.78ms (111%) 0.88ms (126%)
100.0kB 3.86ms (100%) 4.25ms (110%) 4.72ms (122%)

1000.0kB 34.40ms (100%) 40.80ms (119%) 47.70ms (139%)

Table A.10: Message ping-pong (emulated emulated remote procedure call) latency per-
formance of the transparent symmetric active/active replication framework in a serial
virtual communication layer configuration (averages over 100 tests)
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Figure A.10: Message ping-pong (emulated emulated remote procedure call) latency per-
formance of the transparent symmetric active/active replication framework in a serial
virtual communication layer configuration (averages over 100 tests)
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Payload 1 Service 0 Interceptors 1 Service/2 Interceptors
0.1kB 0.99MB/s (100%) 0.52MB/s (53%)
1.0kB 6.28MB/s (100%) 4.15MB/s (66%)

10.0kB 28.30MB/s (100%) 22.00MB/s (78%)
100.0kB 45.20MB/s (100%) 41.70MB/s (92%)

1000.0kB 58.00MB/s (100%) 41.70MB/s (72%)
Payload 2 Services/0 Interceptors 2 Services/2 Interceptors 2 Services/4 Interceptors

0.1kB 0.49MB/s (100%) 0.37MB/s (76%) 0.27MB/s (55%)
1.0kB 3.17MB/s (100%) 2.62MB/s (83%) 2.15MB/s (68%)

10.0kB 14.20MB/s (100%) 12.80MB/s (90%) 11.40MB/s (80%)
100.0kB 25.90MB/s (100%) 23.60MB/s (91%) 21.20MB/s (82%)

1000.0kB 29.00MB/s (100%) 24.50MB/s (84%) 21.00MB/s (72%)

Table A.11: Message ping-pong (emulated remote procedure call) bandwidth performance
of the transparent symmetric active/active replication framework in a serial virtual com-
munication layer configuration (averages over 100 tests)
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Figure A.11: Message ping-pong (emulated emulated remote procedure call) bandwidth
performance of the transparent symmetric active/active replication framework in a serial
virtual communication layer configuration (averages over 100 tests)
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