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e Privately managed for US DOE\:
e $1.1 billion budget |
e 4200 employees total

e 3,000 research guests annually
¢ 30,000 visitors each year

e Total land area 58mi? (150km?)

e Nation’s largest energy laboratory
e Nation’s largest science facility:
e The $1.4 billion Spallation Neutron Source
e Nation’s largest concentration of open source
materials research
e Nation’s largest open scientific computing facility



' ORNL East Campus: Site ef World Leadmg




National Center for Computational Sciences

= 40,000 ft? (3700 m?) computer center:
= 36-in (~1m) raised floor, 18 ft (5.5 m) deck-to-deck

= 12 MW of power with 4,800 t of redundant cooling g =
= High-ceiling area for visualization lab:

= 35 MPixel PowerWall, Access Grid, etc.

= 4 systems in the Top 500 List of Supercomputer Sites:

= Jaguar:
= Jaguar:
= Kraken:

2. Cray XT5,
8. Cray XT4,
15. Cray XT4,

= Eugene: 130. IBM Blue Gene/P, MPP with 2048 quad-core Processors

e

MPP with 37544 quad-core Processors
MPP with 7744 quad-core Processors
MPP with 4489 quad-core Processors

= 1381 TFlop

= 260 TFlop
= 165 TFlop
= 27 TFlop



Jaguar: World’s most powerful computer—
Designed for science from the ground up

Peak performance 1.645 PF

System memory 362 TB
Disk space 10.7 PB
Disk bandwidth 240+ GB/s

Interconnect bandwidth 532 TB/s
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What does the system look like?

Jaguar combines the existing 263 TF Cray XT4
system at ORNL’s NCCS with anew 1,382 TF
Cray XT5to create a 1.64 PF system

System attribute XTS5 XT4

Quad-core AMD Opteron processors 37,544 7,832
Node architecture Dual socket SMP Single Socket
Memory per core/node (GB) 2/16 2/8
Total system memory (TB) 300 62

Disk capacity (TB) 10,000 750

Disk bandwidth (GB/s) 240 44
Interconnect SeaStar2+ SeaStar2+

3D torus 3D torus
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Jaguar’s Cray XTS5 nodes 16 GB

DDR2-800 memory

6.4 GB/s direct-connect
o Eight-core SMP HyperTransport

e Two 2.3 GHz AMD
Opteron “Barcelona”
quad-core processors

e 73.6 Gflops per node

e Four 4 GB DDR2-800
DIMMS with four

empty DIMM slots ) 25.6 GB/s direct-
per node 1 connect memory

SeaStar2+
interconnect

e OpenMP Support

4 Managed by UT-Battelle
for the Department of Energy Bland_Jaguar_SCO8



Jaguar’s Cray XTS5 blades SR

Processors

48 Vto 12V
DC converters
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e 4 nodes per blade Memory DIMMS regulators
e 204.4 GF 2 x 4 GB per socket

e 64 GB
e 4 network connections

cresssse

2 x empty per socket
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24 Cray XTS5 blades
make a Jaguar cabinet

_____
L .

One Jaguar XT5 cabinet: . - ot .
e 7TF | r . |
192 Opteron processors s ressss
776 Opteron cores | |
1,536 GB memory ZduEe ;
96 nodes g
1424 section of 3D torus r a0 3 |

--------
FREE R
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200 cabinets complete the XT5 side
of the system

,,,,,,,,,,,

Compute partition Service and I/O partition
e Nodes: 18,772 . :\'Cf’_d?;: Zﬁ“ < 192 DDR
_ e InfiniBand cards:
e Opteron processors: 37,544 e Memory per SIO node: 8 GB
e Processor cores: 150,176 e 10 Gigabit Ethernet: 10
e Peak TF: 1.38 Power and cooling
e Memory: 300 TB e 480V power supplies

o Interconnect: 25¢32+24 3D torus © R134arefrigerant |
e Single large fan per cabinet
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How is the XT4 side different?

6.4 GB/s direct-connect

HyperTransport

e Basic node design Is -
the same as XT5, except DDR2-800 memory
It has one AMD Opteron
guad-core processor
per node instead of two

e Same 2 GB of DDR2-800
memory per core

e Same Seastar2+

Interconnect SeaStar2+

Interconnect Ko 12.8 GB/s direct-
connect memory
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The XT4 board has four nodes BRI

DC converters

Seastar2+

i’ - = 1
=gy i X interconnect
i i - g - chips

As
' \

; o -

Opteron
processors

§r
-
/ b

e 4 nodes per blade
e 134.4 GF

e 32GB

e 4 network connections

9 Managed by UT-Battelle
for the Department of Energy Bland_Jaguar_SCO8

Voltage
regulators

Memory DIMMS

4 x 2 GB per socket




And 24 Cray XT4 blades make a
Jaguar cabinet

Hil

One Jaguar XT4 cabinet:
e 3.2TF
96 Opteron processors
384 Opteron cores
768 GB memory
96 nodes
1e4+24 section of 3D torus




ECOphlex liquid cooling 3,200 CFM @ 75°

Exit evaporators

e Liquid-cooled design
exhausts heat to R134a
before it leaves the
cabinet. Replaces 100
CRAC units! R134a piping

1,600 CFM

e Saves about 900 KW @ 75° 14600 CFM
of power in air —>< D

movement alone

Inlet eVaporator

to gas removes heat
much more
efficiently




480 V power saves money

e Power supply
efficiency

— Worked with Cray
to select highest-
efficiency power
supplies

e 480 V power to the o Keeping the voltage

cabinet saves the high saved $1M in
inefficiency of Installation and
converting from $500K in electrical
480 V to 208 V to costs

48 V
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/7 j Office of

Centerwide file system % e fcince

“Spider” is being installed to provide a
shared, parallel file system for all systems

— Based on Lustre file system

Bandwidth of more than 240 GB/s

More than 10 PB of RAID6 Capacity
— 13,440 1 TB SATA drives

192 storage servers
— 3 TB of memory
~ 147TF

Available from all systems via our high-
performance scalable I/O network

— More than 3,000 InfiniBand ports
— More than 3 miles of cables
— Scales as storage grows

e Engineered for high availability

13 Managed by UT-Battelle
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Jaguar combines a new 1.38 PF Cray
XTS5 with the existing 263 TF Cray XT4

4 \
g |

‘4’ 711

System components are linked
by 4x-DDR InfiniBand (IB) using
three Cisco 7024D switches

e XT5 has 192 IB links
e XT4 has 48 IB links
e Spider has 192 IB links

14 Managed by UT-Battelle
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At Forefront in Scientific Computing
and Simulation

Leading partnership in developing the National
Leadership Computing Facility
o Leadership-class scientific computing capability
o 1 PFlop/sin 2008 (upgrade recently finished)
2 500 TFlop/s in 2009 (installation in progress)
o 1 PFlop/sin 2009 (commitment made)

Attacking key computational challenges
o Climate change
o Nuclear astrophysics
o Fusion energy
o Materials sciences
o Biology

Providing access to computational resources through
high-speed networking




ORNL provides leadership computing to
2008 INCITE program

e The NCCS is providing leadership computing to 30 projects in 2008 under
DOE’s Innovative and Novel Computational Impact on Theory and
Experiment (INCITE) program

e Leading researchers from government, industry, and the academic world will
use more than 75 million processor hours on the center’s Cray leadership

computers

e The center’s Cray XT4 (Jaguar)
and Cray X1E (Phoenix)
systems provide more
than 75% of the computing
power allocated for
the INCITE program

Project allocations: 145.3 million hours

Industrial allocations: 11.9 million hours
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Astrophysics

Three-dimensional supernova explosions simulations
with high fidelity physics

Snapshots of entropy,
electron fraction, and

e The world’s first 3D . neutrino occupation from
supernova simulations CHIMERA
Incorporating entiopy [EE—
multifrequency
neutrino transport are
currently under way
on Jaguar

o 304x152x76 spatial
mesh running on

The recently confirmed
11’552 CPUs 3D nature of the standing
_ accretion shock instability
e |nitial results are and the known 3D nature of convective overturn make performing
promising but full supernova simulations in 3D essential
evolution of the
explosion epoch will LCF liaison contributions
require millions « Implementing efficient, collective I/0
of hours e New visualization tools

‘ e Improved software management

4 Managed by UT-Battelle
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Pl: Jeremy Smith, UT/ORNL

Biology |
Cellulosic ethanol: Physical basis of recalcitrance
to hydrolysis of lignocellulosic biomass
lignin
) rd Simulations provide
physical insight into
physical origins of
% biomass recalcitrance
% and cellulosome
organization and
assembly

cellulose

Center f e Understanding biomass structure is key to
Enfer ror overcoming recalcitrance

Molecular e Large-scale molecular dynamics simulation
(1-3M atoms)

o Biophysics — Currently using NAMD code with 1.9M atoms for
' lignocellulose (on 6072 cores)
Loukas Petridis, Benjamin e Results to be used to interpret biophysical
Lindner, and Jeremy C. Smith experiments
. : — Lignin-cellulose simulations will be used to calculate
See L. Petridis and J.C. Smith, small-angle neutron scattering intensities, which will be
J. Comp. Chem. In press. compared with experimental data obtained at the

Spallation Neutron Source
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Chemistry

Organic molecular magnets from zwitterionic molecules

e Hybrid DFT calculations of the electronic structure of a new class of
zwitterionic molecules (betaine derivatives) reveals an unexpected
magnetic ground state

e Nanochains with a maximum length of 10.4 nm and over 1700 basis
functions. Over 500 Jaguar processors used. Scaling with respect to
system size is O(N?)

e Origin of the magnetism is quite complex and not well understood as
compared to more conventional magnetic systems

e Magnetic materials that are purely organic are rather rare, and the
betaine derivatives promise to offer a new class of molecular
magnetic materials with diverse potential applications including
organic spintronics, information storage, and nanoscale sensors

W.A. Shelton, E. Apra, B.G. Sumpter, V. Meunier
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Pl: Zhengyu Liu, University of Wisconsin

Climate
Modeling effects and agents of abrupt climate change

This project is addressing
two fundamental questions
on future climate change

e What is the sensitivity of the
climate system to the change of
greenhouse gases, notably CO,?

e How does the climate system
exhibit abrupt changes on
decadal-centennial timescales?

CCSM simulation
of the 21,000-year
last deglaciation

10 Managed by UT-Battelle
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| Pl: Warren Washington, NCAR

Climate
MOdEII“g the fll" Earth system Simulated time evolution of the atmospheric CO,

. . . concentration originating from the land’s surface
New standard and low-emission climate it )
scenarios at higher resolution

Final stage of ocean spinup for full
Earth System Model el

100 years of ocean spin up

20 years of carbon-cycle spinup _’.

Approaching steady state for sulfur cycle !

Approaching release of CCSM4, the first
Earth System Model




Pl: Jacqueline Chen and Joe Oefelein, SNL

Engineering
Flame stabilization in a lifted hydrocarbon flame

e Lifted flames occur in diesel engines
and gas turbine combustors

— Flame stabilized against fuel jet and
recirculating hot gases
e Source of flame stabilization was
revealed in a simulation of a hydrogen-
air lifted flame
— Upstream autoignition
— Vorticity generation at flame base due to
baroclinic torque
e Direct numerical simulation of a 3D lifted
autoigniting ethylene-air jet flame

— Reynolds number = 10,000 CAD model for LES
— 1.3B grid points and 22 chemical species
— 50 TB of data generated

e Thirteen publications/presentations in
just last quarter!

H2 -fueled IC engine
using LES-Raptor

LCF liaison contributions Instantaneous concentration of methyl radical.

—__ : : : _ Low concentrations of methyl upstream of the
e Distributed Lagrangian particle-tracking algorithm and S/W high-temperature flame base serve as a marker

e Ethylene chemistry performance improvement of ignition induction chemistry

15 Managed by UT-Battelle
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Engineering

PI: Moeljo Hong, Boeing

Development and correlations of Iarge-scale computational

tools for flight vehicles
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Rare validation of unsteady Navier-Stokes

tools for “simple” unsteady pitch

oscillation motion

Demonstration of the applicability and
predictive accuracy of a CFD-based
aeroelastic analysis process

Confidence level improvement for rigid
CFD results (toward its use in product
downstream processes)

Testing and development of new methods

and methodologies (blade-out analysis
process)

Investigations of unsteady methods for
better predictions (e.g. unsteady
detached eddy simulations/DES)

Evaluation of wind-tunnel effects

OAK

“RIDGE

National Laborato



Fusion
\

Producing new insights for RF heating of ITER plasmas

Three-dimensional simulations of RF heating in the ITER fusion reactor as well as in
present tokamaks (NSTX) shed new light on the behavior of superheated ionic gas

- When deuterium (D) or helium-3 (He3) are used to damp e 3D simulations reveal new insights

the launched waves, they are accelerated to high — “Hot spots” near antenna surface
energies, forming supra-thermal tails that significantly

affect the wave propagation and absorption — "Parasitic” draining of heat to the

plasma surface in smaller reactors

. o ” e Work pushing the boundaries of the
 Energetic He? ion tails form on both the tritium and system (28 900 cores. 154 TF) and

» Energetic minority D ions enhance the fusion reaction rate

He? distributions ;

demonstrating
— Radial wave propagation and absorption
— Efficient plasma heating

e AORSA'’s predictive capability can be
coupled with Jaguar power to enhance
fusion-reactor design and operation
for an unlimited clean energy, source

LCF liaison contributions

e Converted HPL from double real to double
complex and replaced ScaLAPACK

e Acquired new version of BLAS from TACC

e Net performance gain of a factor of two

OAK

21 Managed by UT-Battelle c RIDGE
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Materials and Nanoscience

Role of nanoscale inhomogeneities in
high-temperature superconductors

e Investigate role of inhomogeneities on pairing
mechanisms and transition temperature—
petascale computing problem

e Develop materials-specific extensions to the
Hubbard model to understand variations of
transition temperatures—develop materials

design tool

e Simulations of 2D Hubbard model with disorder
in local Coulomb interaction parameter
(Ui =1 +/- dU) indicate Tcis indeed suppressed

due to disorder 12
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e Further analysis of the role of inhomogeneities
(substitutions, vacancies, etc.) is now possible
in the simulations with 16- and 24-site clusters

22 Managed by UT-Battelle
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Pl: Thomas Schulthess, ORNL

gap taken on a 300 A area of a cuprate with
Tc = 65K [reproduced from Gomez et al.,
Nature 447, 569-572 (2007)]. The gap varies
spatially on a scale of 1-3 nm and persists in
some regions to temperatures well above T,

as can be seen from panels c and d

Simulations at 31K cores on
Jaguar perform >50% of peak
(Gordon Bell submission)



Pl: Lie-Quan Lee,

Petascale computing for Stanford Linear

- Accelerator Center
terascale particle accelerator
International linear collider design and modeling

e The ILCis a particle accelerator aimed to address many of the
most compelling physics questions about dark matter; dark
energy; and the fundamental nature of matter, energy, space,
and time

e Using the most advanced simulation tools (Omega3P, T3P),
the computationally challenging problems associated with the
ILC accelerator design will be tackled for improved machine
performance, increased reliability, and reduced cost

27 Managed by UT-Battelle
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Computer SCIence Researchi

+ Computer Science and Mathematics (CSM)
Division.
= Applied research focused on computational sciences,
intelligent systems, and infermation_technoelogies

¢+ CSM Research Groups:
= Climate Dynamics
o Complex Systems
o Computational Chemical Sciences
o Computational Materials Science
e Future Technologies
e Statistics and Data Science
e Computational Mathematics
= Computer Science Research
(=20 researchers, 3 postdocs/postmasters, students, ...)




Computer ScIencerResealCh PIo|eets

® & & 6 ¢ O 6 O O o o

Parallel Virtual Machine (PVM) £\
MPI Specification, FT-MPI and Open MPI =
Common Component Architecture (CCA) Bl L
Open Source Cluster Application Reseurces (OSCAR)
Scalable cluster tools (C3)
Scalable Systems Software (SSS)
Fault-tolerant metacomputing (HARNESS)
High availability for HPC (FAST-OS MOLAR)
System-level virtualization (VSE)
Harness HPC worklbench
Resilience for HPC (FAST-0OS RAS)




SysStem Researchieaim

¢ SRT team s R&ID tepics
e Stephen L. Scott = High availability
e Christian Engelmann e Fault telerance
= Hong Ong e Operating systems
» Geoffroy Vallée e Cluster coamputing
e Thomas Naughton e Virtualization; technoelogies
o Anand Tikotekar e Resource management

e Tools



The Harness Workbench: Unified and
Adaptive Access to Diverse HPC Platforms

Presented by

Christian Engelmann

Computer Science Research Group
1 Computer Science and Mathematics Division
Oak Ridge National Laboratory

| o7 Office of pyr
Managed by UT-Battelle JJ Science JJ ]SMQ&YY

for the Department of Energy



Research and development goals

e Increasing the overall
productivity of developing
and executing
computational codes

e Optimizing the development
and deployment processes
of scientific applications

e Simplifying the activities of
application scientists, using
uniform and adaptive
solutions

e “Automagically” supporting
the diversity of existing and
emerging high—performance
computing architectures

2 Managed by UT-Battelle
for the Department of Energy

Shared repository

< 6. Store results

3. Stage data | . |
/ HPC storage

4. Schedule [,

1. Download l,

< 2. Compile

X-compile server

Front end

Typical scientific application development,
deployment, and execution activities

EMORY

>
JJ UNIVERSITY
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Harness Workbench

e Harness Workbench Toolkit

— Unified development,
deployment, and execution

— Common view across diverse
HPC platforms

— User-space installation and
virtual environments

Harness Workbench Toolkit \ Parallel Tools| Other |
: | i — Platform 1 __ Clients |
S T~ _____ 0. o . o, A
i3
PE Dynamic | Monitoring | Job Control| /0 Handling Other
= Linkini Services
P e - e - -
g HARNESS Run Time Environment
G
i ~ H20 Open RTE | _8ss_| pass thru
A A eo————1 e

w  H20 ./ |l Open Scalable -

§ v E / Systems /

:5’“ v 4 f - Laer |

linki | i
z |ln |ng} queve _momta*r queue“_

Cluster Next Generation)? IBM Blue Gene
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core components

User ol
—l—_ . Source code
emdline | repository
__./_'
—’

*Dlwlupor

=
e
Source code D Admin
transformation a 3
plug-ins = Eé =]
C 2
Conditioning W
plug-ins

*\hndor

Target-specific
plug-ins

Harness Runtime Environment

=
e Next-generation runtime
environment

— Flexible, adaptive, lightweight
framework

— Management of runtime tasks

— Support for diverse HPC
platforms

or

OAK

EMORY RIDGE

UNIVERSITY

~
N

atory



Harness Workbench core technologies

e Automatic adaptation using
pluggable modules

— Harness Workbench Toolkit plug-ins

— Runtime environment plug-ins

e Development environment and
toolkit interfaces

— Easy-to-use interfaces for scientific
application development,
deployment, and execution

4 Managed by UT-Battelle Uf ]L-)EMECR)}}TYY
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Common view across diverse platforms

e Various interfaces and
bindings to external
development and

Tools/
environments

| Front end

deployment tools Language
and environments bindings

e Generalized model Capability Model Service API
for unified access
to common =3 Complle Make Submit ?:;;ﬁﬁ:ies
development and g s ko

Iviti dCK en

deployment activities 3 |gi|eﬂgmiﬂxloadjpo:| Clientll® plug-ins

e Mapping of generalized
activities onto RTE '-ayef
platform-specific e —
toolkits and runtime arger T oye em

environments (RTES)
via pluggable modules

5 Managed by UT-Battelle
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Harness Workbench Toolkit

e Unifying abstraction over heterogeneous HPC resources

e Command line and
GUI tools

e Translation into
fine-tuned
Invocations of
native toolkits

Source code

transformation
. plug-ins
e Behavior
encapsulated g ine
In plug-ins

Target-specific
plug-ins — XT4

e Configurable

User — ]
cmdline”

[

-

Harness Workbench Toolkit

substitution

precondition
FFTW v.3.1.2

Source code

Encapsulated
knowledge

pGaon '

through profiles m,,,mwﬁz

cp file.cc/dest
pgCC -c -fastsse file.cc

e Tunable by
end users

6 Managed by UT-Battelle
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- repository
\_J

I Developer

Admin

Profiles
* Vendor

FFTW=SIlib/FFTW.3.1.2 Target-specific

scp file.cc user@host:/dest commands

x/C -c -03 -gmaxmem=-1 -gstrict file.cc \
L

EMORY

UNIVERSITY

or %
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Harness Workbench Toolkit
porting assistant Comversion

e Facilitates source code adaptation m
through specialized plug-ins Sl N )
— Suggests safe conversions o Egma

I i «Threads
— Highlights manual code _
replacement areas ?P%gfxt'tutlon

*Name-mangling

— Guided by situation-specific G

Template

prOfIIeS Basic Tracking
sLanguage «Loop unrolling
® Prototype 'Tr:ﬁqoen}ﬁﬁgﬁgﬁ'ses +32->64 bits
— Plug-ins as Python scripts
i Python porting
— Porting CPMD across assistant module
e Jaguar Cray XT4 / j \
e IBM Blue Gene/P CPMD / Jaguar CPMD /BG/P CPMD / SiCortex

e SiCortex >l

e Example conversions

— Detection, function mappings,
data type size changes

i
7 Managed by UT-Battelle JJ IL;EMECB&YY
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Harness Workbench Toolkit build and
execution layer

e Abstraction layer %
between users and
e End-user/
platform-specific unified access
. . = 1 User
compilers, linkers, * * ol i Dprﬁ?ﬂ |
Ilbrarles_’ testl ng and * Harness Workbench Toolkit ~ ——  _ _ __________.
debugging software, AT » B ourcanon proges)
launching systems, etc. o emoae—— 4
e End-users issue generic
bU||d Commands that \cc -g prog.c -o prog . \ \ecc -tpp2 -g prog.c oprog
env CRAY_AUTO... totalview prog totalview mpirun -a prog ..
are processed to _
produce a target- / \i‘l“,;r‘ég“.;Sn'foi[?‘"i‘,";‘i‘o"éi'i’f;1oa‘é?2‘i2;;|.b \\
|

specific set of
commands
IBM pSeries] | SGI Altix

e Pluggable modules to
deliver back-end
functionality

i
8 Managed by UT-Battelle JJ IL;EMECB&YY
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Harness runtime environment (HRTE)

o Adaptability and flexibility via plug-ins
— Lightweight pluggable component framework

— Components for various HPC platforms and runtime
environments

e Scalability and resilience with fully distributed
approach

— Binomial graph network topology

e Runtime fault tolerance through self-stabilization
— Oracle for resource discovery
— Failure detector to deal with crashed processes

e Runtime support for virtualized environments

9 Managed by UT-Battelle - J/ EMORY
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Harness Workbench Toolkit /HRTE
virtualized environments

o PI’Oblem Root environment /home/bob
— Application dependencies I - env2
may cause conflicts with t il t b t o
. . |
system-wide installed L libfoo.a (v1.1) Beoa, I ik
libraries i (v2.0)
. w /homel/alice
e Solution
U isti lternative tmyt?i?'v
— Use co-existing, a . . .
: ! : lib e Virtualized adaptation
user-space installations t I(Hof)'a of system properties to
libbara actual application
e Approach needs

— Provide isolated installation o System and runtime
environments (“sandboxes”) environment

— These can inherit from one virtualization
another to build nested
hierarchies

10 Managed by UT-Battelle y : EMORY
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Configurable “sandboxes?” for
scientific applications

Virtualized environment Scientific
XML configuration description application
1. Install environment K 2. Execute application

hwt env install conf

Application “

2.3 Execute application

Runtime configuration |e

2.2 Configure runtime
environment configuration

1.1 Configure » System configuration | 2.1 Start Harness runtime environment
system configuration

Runtime environment |e

System

11 Managed by UT-Battelle J J/ EMORY OAK
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Tunable portability for day-one operation

Harness
Workbench Virtualized
Toolkit environment

Application - Portable application _
needs properties

Tunable solution

e Harness Workbench Toolkit for adaptation of application to HPC system
properties

e Virtualized environment for adaptation of HPC system to application needs

e Tunable solution, where applications can move from one HPC system to
another with initial minimal changes enabling day-one operation

e Continued adaptation to actual target platform properties ensures eventual
performance gains by gradually taking advantage of new system features

12 Managed by UT-Battelle J _J o EMORY
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Reliability, Availability, and Serviceability
(RAS) for High-Performance Computing
(HPC)

Presented by

Stephen L. Scott
Christian Engelmann

Computer Science Research Group
Computer Science and Mathematics Division

Managed by UT-Battelle
for the Department of Energy



Research and development activities

e Efficient redundancy strategies for HPC head/service nodes for
high availability and high performance of critical services

e Reactive fault tolerance for HPC compute nodes utilizing the
job pause approach and checkpoint placement adaptation

e Proactive fault tolerance using preemptive migration of
computation away from compute nodes that are about to fail

e Reliability analysis for identifying pre-fault indicators,
predicting failures, and modeling and monitoring reliability

e Holistic fault tolerance through combination of adaptive
proactive and reactive fault tolerance mechanisms

Office of OAK
@ Sc;gﬁcoe :3ioYelof NC STATE UNIVERSITY IEONUII S\EAENIQI\ STIE EI_YI(@

(.S. DEPARTMENT OF ENERGY National Laboratory
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Symmetric active/active redundancy

Many active head nodes

Active/active head nodes

Workload distribution

Symmetric replication
between head nodes

Continuous service

Always up to date

No fail-over necessary

NO restore-over necessary

Virtual synchrony model

Complex algorithms

=) Prototypes for Torque
and Parallel Virtual File
Compute nodes System metadata server
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Symmetric active/active Parallel Virtual
File System metadata server

Writing throughput Reading throughput
120 400
3 100 g0 | T
7 0 300
S 80 S
o — \ o 250
= o
>
2 40 2 150
2 —— —A— o o o
3 20| —=— waz A4 3 101 seer e
IS £ 50
Foo9 =
1 2 4 8 16 32 0 1 2 4 8 16 32
Number of clients Number of clients
Nodes | Availability Est. annual downtime
1 98.58% 5d, 4h, 21m

09.97% 1h, 45m
99.9997% 1m, 30s
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Reactive fault tolerance for HPC with
LAM/MPI+BLCR job-pause mechanism

e Operational nodes: Pause

Live node Failed node

) — BLCR reuses existing
Paused MPI Fatled Failed MPI
process — process processes

— LAM/MPI reuses existing
connections

— Restore partial process state

Process from checkpoint
mlgratlon

e Failed nodes: Migrate

— Restart process on new node
from checkpoint

— Reconnect with paused

Paused MPI “Migrated MPI processes

process process

e Scalable MPI membership

Spare node management for low overhead

Live node

=), Efficient, transparent, and
automatic failure recovery

Shared storage
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LAM/MPI+BLCR job pause performance

I Job pause and migrate [ LAM reboot  [HEEM Job restart

[EEN
o

9
8
7
2 6
S 5
h 4
3
2
1
0
e 3.4% overhead over job restart, but e NO requeue penalty
— No LAM reboot overhead e Less staging overhead

— Transparent continuation of execution
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Proactive fault tolerance for HPC using
Xen virtualization

PFT
daemon

e Standby Xen host (spare
node without guest VM)

e Deteriorating health

. li
Mg e
Privileged VM

— Migrate guest VM to
Privileged VM spare node

Xen VMM Xen VMM e New host generates
Hiw Hiw ' BMC | unsolicited ARP reply
------ T — Indicates that guest VM
has moved

— ARP tells peers to resend
to new host

Ganglia | Ganglia |

! =% Novel fault-tolerance
Privileged VM .i

_______ ;| Privileged vm . [RHESERE scheme that acts
before a failure
- Hiw Bmc| L Hiw - BMC impacts a system
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VM migration performance impact

Single node failure Double node failure
500 300
I without migration I without migration
450 I one migration I one migration
400 250 [ two migrations
350 200
§ 300 é
S 250 S 150
Q Q
9 200 o
150 100
100 50
50
) N )
EP LU SP BT CG EP LU SP

e Single node failure: 0.5-5% additional cost over total wall clock time

e Double node failure: 2-8% additional cost over total wall clock time
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HPC reliability analysis and modeling

e Programming paradigm and system scale impact reliability

e Reliability analysis

e Estimate mean time to failure (MTTF)

e Obtain failure distribution: Exponential, Weibull, gamma, etc.
e Feedback into fault-tolerance schemes for adaptation

1 1 1 1 1 1 1
System reliability (MTTF) for k-of-n AND N e . g
Survivability (k=n) Parallel Execution Model B
> 08F 95% confidence bounds -
—~ 800 = Exponential ~ _g#*
< = : weibul J
LL —e— Node MTTF 1000 h © Lagnomal 2l
£ 600 Node MTTF 3000 h 8 06| PRI ' .
= —#— Node MTTF 5000 h S i i
—&— Node MTTF 7000 h T e likeli
g 400 .023 I Negative likelihood value _
Q © 0.4 ; Exponential 2653.3
= 200 = Weibull 3532.8 -
E 8 0.2 F y Lognormal 2604.3 .
0 ' . L/ Gamma 2627.4 4
10 50 100 500 1000 2000 5000 /

Number of participating nodes 0 0 5'0 1'00 1I50 260 2I50

Time between failure (TBF)
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Simulation framework for HPC fault-
tolerance policies

Evaluation of fault tolerance policies

; Fine t Select FT
~ Reactive only S
— Proactive only
— Reactive/proactive combination

Global Schema

. App schema
Evaluation of fault tolerance Pp— Applications

paramete rs Simulator overhead

FT pOIiCieS results

— Checkpoint interval
— Prediction accuracy

Failure logs

events

events

Event-based simulation o lation of Senai of .

. ompletion o epair o ailure
framework using actual application Code event
HPC system logs

Customizable simulated environment
— Number of active and spare nodes
— Checkpoint and migration overheads
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Combination of proactive and reactive
fault tolerance: Simulation example

Execution overhead for various checkpoint intervals and
different prediction accuracy
- 100
T TT 0 S Ty
\_:: R I S @ 90-100
| 1+ 170 m 80-90
60 0 70-80
% Execution m 60-70
59 overhead @ 50-60
B m 40-50
s O 30-40
—120 m 20-30
] 10 m 10-20
g o —— S SO m0-10
% Prediction accuracy'\ & ~ v - - %heck(ic:)is:si;]terval
e Best: Prediction accuracy >60% and Number of processes 125

checkpoint interval 16-32 hours

Active nodes / Spare nodes

125/12

e Better than only proactive or only reactive

Checkpoint overhead

50 min/checkpoint

e Results for higher prediction accuracies
and very low checkpoint intervals are

Migration overhead

1 min/migration

worse than only proactive or only reactive
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System-level virtualization

e First research in the domain,
Goldberg—73 H0stoS

— Type-l virtualization VMM
— Type-ll virtualization

Hardware

e Xen created a new real interest Type | Virtualization
— Performance (paravirtualization)
— Open source
— Linux based

e Interest for high-performance MM
computing (HPC) HostOS

— VMM bypass
— Network communication optimization
— Etc.

Hardware

<

=
<

=

Type Il Virtualization
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Virtual machines

e Basic terminology
— Host OS: The OS running on a physical machine
— Guest OS: The OS running on a virtual machine

e Today, different approaches
— Full virtualization: Run an unmodified OS
— Paravirtualization: Modification of OS for performance

— Emulation: Host OS and Guest OS can have different
architecture

— Hardware support: Intel-VT, AMD-V
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Why virtualization in HPC?

e Improved utilization

— Users with differing OS requirements can be easily satisfied,
e.g., Linux, Catamount, others in future

— Enable early access to petascale software environment on existing
smaller systems

e Improved manageability

— OS upgrades can be staged across VMs and thus minimize downtime
— OS/RTE can be reconfigured and deployed on demand

e Improved reliability

— Application-level software failures can be isolated to the VMs in which
they occur
e Improved workload isolation, consolidation, and migration

— Seamless transition between application development and deployment
using petascale software environment on development systems

— Proactive fault tolerance (preemptive migration) transparent to OS,
runtime, and application
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Why a virtualization specifically for HPC?

e Networking

— Bridges vs. zero copy (VMM bypass)
— No RDMA support

e Memory: Important vs. minimal memory footprint
e Processor: Current solutions treat multicores as SMPs

e Tools: No tools available for the management of
hundreds of VMSs, hypervisors, and Host OSs
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for the Department of Energy Scott_Virt_SC08



Three approaches

Investigate the development of an HPC hypervisor
A_ New hypervisor from scratch

<2, New hypervisor using the microkernel Catamount

3. New hypervisor modifying and extending Xen
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A, Hypervisor from scratch

e Develop a new hypervisor using GeekOS

e Current status: A minimal hypervisor has been
developed supporting Intel-VT

e Only necessary features
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2. Hypervisor based on Catamount

e Extend Catamount

— To be used as hypervisor
— As Guest OS

e Current status: Catamount ported to XenoLinux
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3. Xen-based hypervisor

e Remove unneeded Xen features

e Extend the hypervisor for adaptation (concept of
modules)

e Current status — Adaptation capability
— Paravirtualization supported — Designed FY 2007

— Working toward full virtualization
(Intel-VT, AMD-V)

— Implementation FY 2008
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Reaping the benefit of virtualization:
Proactive fault tolerance

e Context

— Large-scale systems are often subject to failures as result of
the number of distributed components

— Checkpoint/restart does not scale very well

e Provide capabilities for proactive fault tolerance
— Failure prediction

— Migrate application away from faulty node
e Without stopping application
e Without application code knowledge (or code modification)
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Proactive fault tolerance
(System and application resilience)

e Modular framework
— Support virtualization: Xen, VMM-HPC

— Designed to support process-level checkpoint/restart and
migration

— Proactive fault-tolerance adaptation: Possible to implement
new policies using our SDK

e Policy simulator

— Ease the initial phase of study of new policies

— Results from simulator match experimental virtualization
results
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Virtual system environment

o Powerful abstraction concept that encapsulates OS,
application runtime, and application

e Virtual parallel system instance running on a real
HPC system using system-level virtualization

e Key issues addressed
— Usability through virtual system management tools
— Partitioning and reliability using adaptive runtime
— Efficiency and reliability via proactive fault tolerance

— Portability and efficiency through hypervisor +
Linux/Catamount
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OSCAR-V

Enhancements

to support _ - |
virtual clusters * Integrate scripts for automatic installation

and configuration
« Manage both Host OSs and VMs

solutions

ADbstracts
cliiEsnlassiin . Enable easy switch between virtualization
virtualization solutions

solutions » High-level definition and management of

VMs: Mem/cpu/etc., start/stop/pause
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OSCAR-V: Image management

IS4 qm! Irl rl E ,rl “rl F

e OSCAR Packages (OPKG) are e One OSCAR Package is available
available — Automatically includes the kernel
— Xen case: Xen hypervisor, Xen (optional)
kernels (dom0O, domU), Xen tools — Automatically sets up the
e Use the unmodified OPKG/OPD environment
mechanism e OSCAR can be used to define VMs
— Automatically add software — Set up the number of VMs
SO DO — MAC addresses
— Automatically set up the — IPs

virtualization solution

e Current limitation

— Only REHL, CentOS, Fedora Core
are currently supported

Virtual machines may be deployed |
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OSCAR-V

oscamodel El Virtual Compute Hodes

i
"sca‘m“;’eg E-voscarmodedl
Iscamode 0st0S = oscamodeb
voscamoded N
oscamotes tho ip = 10.0.0.13

Step 2.

oscamode?

- oscamode3 Step 3
Assign fsemoe Step 4
VMs to step s

Virtual Cluster Deployment Step 6

bl OSCAR-V Wizard

Welcome to the O3CAR-V Wizard!

‘Welcome to the 0SCAR Wizard!

Import IPs of Host OSes from — | Assign all Host 0Ses |

Deploy the Virtual Cluster |

Setup the Virtual Cluster I

Close

on. When a ne R WAl e
e left column. To assign that MAC address to a machine
highlight the 3 ess and the machine and click "Assigh MAC to Hode".

I Mot Listening to Metwork. Click "Start Collecting MACS" to start.

T [X

tho ip = 160.91.44.252
EH-oscamoded.oscardomain

thd mac =

th0 ip = 160.91.44.252
El-voscamoded.oscartdomain

thQ mac =

th0 ip = 160.91.44.252
BE-voscamodedl.oscardomain

thD mac = 00:16:3E:7D:08:D3

R | ho ip = 10.0.0.13 -
MAC Address Management

Start Collecting MACs | y | ssign Mac to 1 [

[ import Macs from  — | Export MACs 1o file... |
[ Installation Mode and DHCP Setup
— | Enabie mstan moe |

age Hame:

Systemimager-rsync

® Dynamic DHCF update | ain Hame:
| Boot Environment {CD or PXE-hoot) Setup Hame:
_j Enable UYOK Build Autolnstall CD... | Setup Hetwork Boot |
er of Hosts:
i Close |
ng Humber:
Definition of ding:
5 vms’MAC Starting IP:
addresses Subnet Mask:

Default Gateway:

Reset |

Install Host OSes... [ wi
Select OSCAR Packages To Install.. | OSCAR Version: 5.0
Build Image for Virtual Compute Nodes... | h ! - INSTALL MODE -
Define a New Virtual Compute Nodes... | Hy = -
Assign MAC Addresses to Virlual Compute Nodes... | Hil  Step 0 Download Additional OSCAR Packages... | Help |
Assign Virtual Compuite Hodes to Host 0Ses... | Hi Step 1 Select OSCAR Packages To Install... | Help | 2
The following options allow you to maintain q
your virtual cluster. SiEp e = bt CEEER = | Help | \/
e T [ uff ster3 Install 0SCAR Server Packages | Heip | OPKG
Step 4 Build OSCAR Client Image... | Help
Step 5 Define OSCAR Clients... | Hep | selection
Step 6: Setup Networking... I elp fo r VM s
Delete OSCAR Clients... el
q MHostOs | e
- - Monitor Cluster Deployment elp
\/ Il‘lsta"atlon [EN OSCAR Package Selector
v Onci
the )
OSCAR Package 3elector
Step 7: Package Set: ‘ Default " ‘Manage Sets |!
e | |Package Name [Class « | Location/Version =
netbostrmgr base OSCAR 0.8-1
apitest core OSCAR 1.0-12 i
base core OSCAR 1.0-1
a3 core OSCAR 4.0.1-5
oda core 0OSCAR 1.31-1
rapt core OSCAR 1.0-0
sc3 core OSCAR 1.1-5 =5
Infe [ Provides | Conflicts [ Requires [ Packager |

oscardomain

Fill out the following fields to build a System Installation
He Suite image. If you need help on any field, click the help
button next to it

oscarnade HE Image Name: oscarimage Help |
ID He Package File: /optoscar/oscarsampless  Choose a Fle... | Help |
IEI E Target Distribution: centos-4-z86_64 — | Hel
0 _H Package Repositories: |/fiphoot/oscar/common-ry Help

: Disk Partition File: foptoscarfoscarsampless  Choose a File... | Help |

160.91.44.253

£95.255.255.0

He
— IP Assignment Method: static — |
He Post Install Action: rehoot — |

Help |
Help |

|1 0.0.0.1

Add Clients

He eset | Build Image | Close

creation
for VM

| 4 Definition of virtual
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OSCAR-V: V2M—virtual machine
management

V2M UM Applications
)
(Virtual machine management ) ) based on
command-line interface) (Gl e = RO libv3m
High-level interface
(vm_create, create_image_from_cdrom,
create_image with_oscar, vm_migrate,
vm_pause, vim_unpause) V3M
Front end
Virtualization abstraction
V3M
Back ends
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OSCAR-V: V3M—supported features
summary

Supported | Xen Xen
features : (paravirtualization ;| (full virtualization) : LT RSN

VM instantiation Yes Yes Yes Yes
VM image creation Yes Yes Yes No
Installation via

CD-ROM N/A Yes Yes No
Installation via

OSCAR Yes Yes Yes No

VM migration Yes Experimental No No
VM pause/unpause Yes Experimental Experimental | Experimental
Virtual disk Yes Yes Yes Yes
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Virtualization Collaboration Team

NORTHWESTERN
UNIVERSITY

THE UNIVERSITY of

L'® NEW MEXICO

OAK
RIDGE

National Laboratory
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from scratch

Lead the development of new hypervisor
based on Catamount
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Contacts

e Dr. Christian Engelmann

System Research Team

Computer Science Research Group _
Computer Science and Mathematics Divisi
Oak Ridge National Laboratory

engelmannc@ornl.gov |
www.csm.ornl.gov/~engelman 1154

OAK

RIDGE

Mational Laboratory
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