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ANALYSIS OF QUASI-OPTIMAL POLYNOMIAL
APPROXIMATIONS FOR PARAMETERIZED PDES WITH
DETERMINISTIC AND STOCHASTIC COEFFICIENTS

Hoang A. Tran * Clayton G. Webster I Guannan Zhang *

Abstract. In this work, we present a generalized methodology for analyzing the convergence of quasi-
optimal Taylor and Legendre approximations, applicable to a wide class of parameterized elliptic PDEs
with both deterministic and stochastic inputs. Such methods construct an index set Aas that corresponds
to the “best M-terms” based on sharp estimates of the polynomial coefficients. In particular, we consider
several cases of N dimensional affine and non-affine diffusion coefficients, and prove analytic dependence
of the PDE solution map z — u(z) in a polydisc or polyellipse of the complex plane CN respectively.
The framework we propose for analyzing asymptotic truncation errors of quasi-optimal methods is based
on an extension of the underlying multi-index set into a continuous domain, and then an approximation
of the cardinality (number of integer multi-indices) by its Lebesgue measure. Several types of isotropic
and anisotropic (weighted) multi-index sets are explored, and rigorous proofs reveal sharp asymptotic error
estimates in which we achieve sub-exponential convergence rates (of the form Mexp(—(xM)'™N), with x a
constant depending on the shape and size of multi-index sets) with respect to the total number of degrees
of freedom. Through several theoretical examples, we explicitly derive the constant x and use the resulting
sharp bounds to illustrate the effectiveness of Legendre over Taylor approximations, as well as compare our
rates of convergence with current published results. Finally, computational evidence complements the theory
and shows the advantage of our generalized methodology compared to previously developed estimates.

1. Introduction. This paper focuses on a relevant model boundary value problem, in-
volving the simultaneous solution of a family of equations, parameterized by a vector y =
(y1,...,yn) €' = Hf\;l I'; ¢ RY, on a bounded Lipschitz domain D c R?, d € {1, 2, 3}.
In particular, we consider a differential operator £ defined on D, and let a(x,y), with z € D
and y € I, represent the input coefficient associated with the operator £. The forcing term
f = f(z) € L*(D) is assumed to be a fixed function of z € D. We concentrate on the
following parameterized boundary value problem: for all y € T', find u(-,y) : D — R, such
that the following equation holds

L(a(-,y)) [u(,y)] = f(-) inD, (1.1)

subject to suitable (possibly parameterized) boundary conditions. We require a and f to
be chosen such that system (1.1) is well-posed in a Banach space, with unique solution w,
such that, when suppressing the explicit dependence on x, the map y — u(y) is defined
from the parameter domain I" into the solution space V(D).

Problems such as (1.1) arise in contexts of both deterministic and stochastic modeling.
In the deterministic setting, the parameter vector y is known or controlled by the user, and a
typical goal is to study the dependence of v on these parameters, e.g., optimizing an output
of the equation with respect to y (see [10,30] for more details). On the other hand, stochastic
modeling is motivated by many engineering and science problems in which the input data
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is not known exactly. A quantification of the effect of the input uncertainties on the output
of simulations is necessary to obtain a reliable prediction of the physical system. A natural
way to incorporate the presence of input uncertainties into the governing model (1.1) is
to consider the parameters {y,(w)})_; as random variables and y(w) : © — T' a random
vector, where w € € and € is the set of outcomes. In this setting, we assume the components
of y have a joint probability density function (PDF) ¢ : T' — Ry, with ¢ € L*°(T") known
directly through, e.g., truncations of correlated random fields [20, 28,29, 36], such that the
probability space is equivalent to (I', B(T"), o(y)dy), where B(I') denotes the Borel o-algebra
on I' and p(y)dy is the probability measure of y.

Monte Carlo (MC) methods (see, e.g., [18]) are the most popular approaches for approx-
imating high-dimensional integrals, such as expectation or two-point correlation, based on
independent realizations u(yg), £ = 1,..., M, of the solution to (1.1); approximations of
the expectation or other Qols are obtained by averaging over the corresponding realizations
of that quantity. The resulting numerical error is proportional to M —1/2 thus, achieving
convergence rates independent of dimension N, but requiring a very large number of sam-
ples to achieve reasonably small errors. Moreover, MC methods do not have the ability to
simultaneously approximate the solution map y — u(y), since they are quadrature tech-
niques and do not exploit the fact in many scenarios, the solutions smoothly depend on
the coefficient a. Taking this smooth dependence into account, several global polynomial
approximation techniques, for instance, intrusive Galerkin methods [3,35] and non-intrusive
collocation methods [2,32], have been proposed, often featuring much faster convergence
rates.

Let S = {v = (vi)1<i<n : vi € N}. Global polynomial approximation methods seek to
build an approximation ua to the solution u of the form:

up(z,y) = Zcu(‘r)q’u(y)v (1.2)

veEA

for a finite multi-index set A C S, where ¥, is a multivariate polynomial in span{y* :
p <wv} for v e A and ¢, € V(D) is the coefficient to be computed, both of which are
method specific. Here, for two vectors v, u € S, we say u < v if and only if p; < v; for all
1 <4< N. Also, given o = (;)1<i<n a vector of real numbers, we define o =[], .,y @}’
with the convention 0° := 1. We will often suppress the dependence on z and use the
notations u(y) := u(-,y) and a(y) := a(-,y) without loss of generality. In this paper, we
are interested in solving (1.1) using a class of polynomial approximations based on the
Taylor and Legendre expansions of solution u. The polynomial basis considered herein is
thus given by the monomials ¥, (y) = y” (in the former case) and the tensorized Legendre
polynomials ¥, (y) = L, (y) (in the latter case).

The evaluation of uy in (1.2) requires the computation of #(A) coefficients ¢, (x) €
V(D), where #(A) is the cardinality of A. A naive choice of A and their corresponding
polynomial spaces Py (") = span{¥,(y), v € A}, for instance, tensor product polynomial
spaces, could lead to an infeasible computational cost, especially when the dimension of
the parameter domain is high. It is important to be able to construct the set of the most
effective indices for the approximation (1.2), which provides maximum accuracy for a given
cardinality. In other words, given a fixed M € N, one searches for a set Aj; which minimizes

Copyright © by ORNL. Unauthorized reproduction of this article is prohibited.
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the error u — Y.\ ¢, ¥, among all index sets A C S of cardinality M. This practice has
been known as best M-term approrimations.

The literature on the best M-term Taylor and Galerkin approximations has been growing
fast recently, among them we refer to [6,7,9,11-14,22,23,25]. In the benchmark work [14],
the analytic dependence of the solutions of parametric elliptic PDEs on the parameters was
proved under mild assumptions on the input coefficients, and convergence analysis of the
best M-term Taylor and Legendre approximations was established subsequently. Consider,
for example, the expansion of u on I' = [~1, 1]V by a family of L> normalized polynomials,
i.e., | Wyl/reory = 1. Application of the triangle inequality yields

sup |lu(y) — a¥.u(y) < Z HCV”V(D)7
yel

I/GAM V(D) VGA‘]:W

which suggests determining the optimal index set Aj,s is achieved by choosing the set of
indices v corresponding to M largest |lcy||y(p). Here, A§, denotes the complement of Ay
in S. In [14], the error of such approximation was estimated due to Stechkin inequality
(see, e.g., [16]) such that

_1
Y lewlvipy < lewllvp)lies M7, (1.3)

veA§,

where p is some number in (0,1) such that ([|cy||v(p))ves is £P-summable. It should be
noted that the convergence rate (1.3) does not depend on the dimension of the parameter
domain T" (which is possibly countably infinite therein). This error estimate, however, has
some limitations. First, sharp, explicit evaluation of the coefficient ||([lcy |lv(p))ller(s) 18
inaccessible in general (thus so is the total estimate). Secondly, (1.3) often occurs with
infinitely many values of p and stronger rates, corresponding to smaller p, are also attached
to bigger coefficients. For a specific range of M, the effective rate of convergence is unclear.
In implementation, finding the best index set and polynomial space is an infeasible task,
since this requires computation of all of the ¢,. As a strategy to circumvent this challenge,
adaptive algorithms which generate the index set in a near optimal, greedy procedure were
developed in [11]. This method gives the optimal rates; however, it comes with a high cost
of exploring the polynomial space, which may be daunting in high-dimensional problems.
Instead of building the index set based on exact values of polynomial coefficients c,, an
attractive alternative approach (referred to as quasi-optimal approzimation throughout this
paper) is to establish sharp upper bounds of ¢, (by a priori or a posteriori methods), and
then construct Ajs corresponding to M largest such bounds. For this strategy, the main
computational work for the selection of the (near) best terms reduces to determining sharp
coefficient estimates, which is expected to be significantly cheaper than exact calculations.
Quasi-optimal polynomial approximation has been performed for some parametric elliptic
models with optimistic results: while the upper bounds of ||c, ||y (p) (denoted from now by
B(v)) were computed with a negligible cost, the method was comparably as accurate as best
M-term approach, as shown in [6,7]. The first rigorous numerical analysis of quasi-optimal
approximation was presented in [6] for B(rv) = p~* with p being a vector (p;)i1<i<n with

Copyright © by ORNL. Unauthorized reproduction of this article is prohibited.
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p; > 1 Vi. In that work, the asymptotic sub-exponential convergence rate was proved based
on optimizing the Stechkin estimation. Briefly, the analysis applied Stechkin inequality to
yield

3" B) < IB@)|wsM' 7, (1.4)

vEAS,

then took advantage of the formula of B(v) to compute p € (0, 1), depending on M, which
e 1—1
minimizes || B(v)||gps) M 7.

Although known as an essential tool to study the convergence rate of best M-term
approximations, Stechkin inequality is probably less efficient for quasi-optimal methods.
As a generic estimate, it does not fully exploit the available information of the decay of
coefficient bounds. In such a setting, a direct estimate of » . A, B(v) may be viable
and advantageous to provide a sharper result. In addition, the process of solving the
minimization problem p* = argminpe(o,l)HB(V)ng(S)Ml*% needs to be tailored to B(v),
making this approach not ideal for generalization. Currently, this minimization approach
has been limited for some quite simple types of upper bounds. In many scenarios, the sharp
estimates of the coefficients may involve complicated bounds which are not even explicitly
computable, such as those proposed in [14]. The extension of this approach to such cases
seems to be impossible.

In this work, we present a generalized methodology for convergence analysis of quasi-
optimal polynomial approximations for parameterized PDEs with deterministic and stochas-
tic coefficients. We particularly focus on elliptic equations where the input coefficient de-
pends affinely and non-affinely on the parameters (see Section 2). However, since our error
analysis only depends on the upper bounds of polynomial coefficients, we expect that the
methods and results presented herein can be applied to other, more general model problems
with finite parametric dimension, including nonlinear elliptic PDEs, initial value problems
and parabolic equations [12,22,23,25]. Our approach seeks a direct estimate of ) A, B(v)
without using the Stechkin inequality. It involves a partition of B(A§,) into a family of small
positive real intervals (Z;);c7 and the corresponding splitting of A, into disjoint subsets
Q; of indices v, such that B(v) € Z;. Under this process, the truncation error can be
bounded as

Y Bw)=>_ > B <> #(Q)) max(T;),

veA§, JjET veEQ; JjeT

and therefore, the quality of the error estimate mainly depends on the approximation of
cardinality of Q;. To tackle this problem, we develop a strategy which extends Q; into con-
tinuous domain and, through relating the number of N-dimensional lattice points to con-
tinuous volume (Lebesgue measure), establishes a sharp estimate of the cardinality #(Q;)
up to any prescribed accuracy. This development includes the utilization and extension of
several results on lattice point enumeration; for a survey we refer to [8,21]. Under some
weak assumptions on B(v) (which are satisfied by all existing coefficient estimates we are
aware of ), we achieve an asymptotic sub-exponential convergence rate of truncation error
of the form M exp(—(xM)'N), where  is a constant depending on the shape and size of

Copyright (© by ORNL. Unauthorized reproduction of this article is prohibited.
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quasi-optimal index sets. Through several examples, we explicitly derive x and demonstrate
the optimality of our estimate both theoretically (by proving a lower bound) and computa-
tionally (via comparison with exact calculation of truncation error). The advantage of our
analysis framework is therefore twofold. First, it applies to a general class of quasi-optimal
approximations; and second, it yields sharp estimates of the asymptotic convergence rates.

Our paper is organized as follows. In Section 2, we describe the elliptic equations
with parameterized input coefficient and necessary mathematical notations which are used
throughout the paper. In Section 3, we prove the analyticity of the solution u with respect
to parameter and derive coefficient estimates of Taylor and Legendre expansions of u. The
advantage of Legendre over Taylor expansions will also be discussed. We give a convergence
analysis for a general class of multi-indexed series ), s B(v) in Section 4. Section 5
is devoted to further discussions on the error lower bound, as well as the pre-asymptotic
estimate in a simplified case. By means of these results, asymptotic error estimate of several
quasi-optimal polynomial approximations is presented in Section 6.

2. Problem setting. We consider solving simultaneously the following parameterized
linear, elliptic PDE:

{ -V (a(:r:,y)Vu(:c,y)) - f(.%‘), V(l’,y) €D xT, (2 1)
u(z,y) =0, V(z,y) € 0D x T, '

on a bounded Lipschitz domain D C RY, with the coefficient a(-,y) defined on T' =
Hf\il I ¢ RN, with I'; = [-1,1], Vi € {1,..., N}. We require the following assumption:

Assumption 1 (Continuity and coercivity). There exist constants 0 < amin < Gmax Such
that for allz € D and y € T

Amin S a(a:, y) S Omax-

The Lax-Milgram lemma ensures the existence and uniqueness of solution u in V(D) ®
L2(T), where V(D) = Hj(D) and L2(T') is the space of square integrable functions on I’

with respect to the measure o(y)dy with o(y) = Hf\; 0i(yi), 0; = %, Vy € T. This setting
represents parametric elliptic models as well as stochastic models with bounded support
random coefficient. We denote V*(D) = H~1(D) and, without loss of generality, assume
Amin = 1 in this work.

The corresponding weak formulation for (2.1) is written as follows: find u(z,y) € V(D)®
L2(T') such that

// a(z,y)Vu(z,y) - Vo(z,y)dzdy
rJp (2.2)

://f(a:)v(a:,y)da:dy Vo e V(D) ® Li(D).
rJp

Following the arguments in [14], we derive the convergence of Taylor and Legendre
approximations based on the analyticity of the solution on complex domains. Here, the
convergence is proved under the affine parameter dependence of diffusion coefficients for
the Taylor series, but we relax this assumption for the Legendre series. More specifically,

Copyright © by ORNL. Unauthorized reproduction of this article is prohibited.
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we only assume a holomorphic extension a(zx, z) of a(x,y) for the complex variable z =

(21,7, 2n) '

Assumption 2 (Holomorphic parameter dependence). The complex continuation of a,
represented as the map a : CV — L*°(D), is a L>=(D)-valued holomorphic function on CV.

This condition is easily fulfilled with a(x,y) consisting of polynomials, exponential,
sine and cosine functions of the variables yq, -+ ,yn. Below, we give some examples of
diffusion coefficients which can be accommodated in our framework. The rigorous proofs
and discussion on the advantage of Legendre over Taylor approximations will be postponed
to the next section.

Ezxample 1. For the input coefficient depending affinely on the parameters, i.e.,

N
a(z,y) = ao(z) + Zyﬂ/}i(x), reD,yerl,
i=1

where ag € L>®(D), (¢i)1<i<y C L*°(D) such that a satisfies Assumption 1; both Taylor
and Legendre series approximations of u(y) to (2.1) converge.
Ezample 2. Consider the input coefficient defined as

N

2
a(xay) - ag(l’) + (Zyz¢z(m)> y TE 57 ye F,

=1

with ag € L>®(D), ap(x) > amin > 0 Vz € D and (¥;)1<i<y C L*>(D). It is easy to see that
a(x,y) satisfies Assumptions 1-2. Thus, the Legendre series approximation ofu(y) to (2.1)
converges for this model.

Example 3. Consider the input coefficient defined as

N
a(z,y) = ao(z) + exp <Z yﬂﬂz‘(a?)) , v€D,yerl,

i=1

with ag € L>®(D), ap(z) > 0 Vo € D and (¢;)1<i<y C L>®(D). We have a(x,y) satisfies
Assumptions 1-2 and Legendre series approximation of u(y) to (2.1) converges.

Another framework for establishing convergence of Legendre series was presented in [12]
and applied to a large variety of parametric PDEs (non-elliptic, infinite dimensional noise
and non-affine dependence on parameters). This approach imposes analyticity assumptions
on the solution, which requires nontrivial validation in practice. Instead, in this work, we
focus on elliptic equations which allows us to derive concise, minimal assumptions on the
input coefficient (as seen above), under which the convergence of Legendre approximations
holds straightforwardly. It is also worth recalling that quasi-optimal error estimates only
depend on the sharp upper bound of the polynomial coefficients. Therefore, while not stud-
ied herein, PDE models covered by [12,22,23,25], bringing about same types of coefficient
bounds as those considered in Section 6, can be treated by our quasi-optimal analysis.

3. Analyticity of the solutions and estimates of the polynomial coefficients. Loosely
speaking, the coefficients of Taylor and Legendre expansions can be estimated via three
steps:

Copyright © by ORNL. Unauthorized reproduction of this article is prohibited.



ORNL/TM-2014/468: H. Tran, C. G. Webster and G. Zhang 7

1. Extending the uniform ellipticity of a from I" to certain polydiscs/polyellipses in CV;
2. Proving the analyticity of the solution on those extended domains, and;

3. Estimating the expansion coeflicients using the analyticity properties and Cauchy’s
integral formula.

We will discuss each step in detail in the next subsections. By £(z) and 3(z), we denote
the real and imaginary part of a complex number z.

3.1. Complex uniform ellipticity. The convergence of Taylor approximations is proved
using the uniform ellipticity of the input coefficient in polydiscs containing I', based on
complex analysis argument.

Definition 1. For 0 < § < amin and p denoting the vector (p;)i<i<n with p; > 1 Vi, we
say a(x,y) satisfies (3, p)-polydisc uniform ellipticity assumption (referred to as DUE(J, p))
if there holds

R(a(z,z)) >0

for allx € D and all z = (2;)1<i<n contained in the polydisc

Op = ® {zi € C:|z| < pi}.

1<i<N

At the same time, Legendre expansions require the uniform ellipticity in smaller complex
domains: the polyellipses.

Definition 2. For 0 < § < amin and p denoting the vector (p;)i1<i<n with p; > 1 Vi, we
say a(x,y) satisfies (6, p)-polyellipse uniform ellipticity assumption (referred to as EUE(J, p))
if there holds

R(a(z,2z)) > 9

for all z € D and all z = (2;)1<i<n contained in the polyellipse

: —1 1
gp = ® {Zi S C %(22) = Mcos(b, %(zz) = MSil’lqb, ¢ c [0’27_‘_)} )

, 2 2
1<i<N

A close look at DUE and EUE reveals the advantage of Legendre over Taylor expan-
sions. The polyellipses &, extend the real domain I' in a continuous manner, so that if p
tends toward 1, &, shrinks to I'. Thus, it is hopeful that the uniform ellipticity property of
a(z,y) in I' (Assumption 1) can carry over to some polyellipses &, (at least with p close to
1). In fact, we prove that EUE property is a consequence of Assumptions 1 and 2.

Lemma 1. Let a : I' — L°(D) be a continuous function satisfying Assumptions 1 and
2. Then, for all § < amin, there ezists a vector p = (p;)i<i<y with p; > 1 Vi such that
EUE(S, p) holds.

On the other hand, DUE always requires an extension of the coercive property in I' to
the unit polydisc O1, to say the least, which is not possible generally. For illustration, the
sets of z such that R(a(x,2)) > § for all z € D with some fixed § > 0 (referred to as the

Copyright © by ORNL. Unauthorized reproduction of this article is prohibited.
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domains of uniform ellipticity) are plotted in Figure 1 for some typical 1-dimensional para-
metric coefficients. The maximal ellipses and discs contained in these domains are shown.
We observe that for the affine coefficient, the set spans unrestrictedly along the imaginery
axis, and discs covering I' can easily be placed inside. It highlights the success of Taylor ap-
proximations for parameterized models which depend affinely on the parameters, [14,22,23].
This property however no longer holds for non-affine, yet holomorphic diffusion coefficients.
Taylor approximations for these cases can be treated by a real analysis approach, but under
additional strong constraints, see [7].

a(x,y) = a,(x) + yw(x) a(xy) = ay(x) + (yw(x))? alxy) = ag(x) + eV

Im(y)
Im(y)

-2

T

0 0
Re(y) Re(y)

Figure 1: Domains of uniform ellipticity for some 1-d parametric input coefficients (indi-
cated in gray). The yellow lines represent the interval [—1,1]. The blue and red curves are
the maximal discs and ellipses which can be contained in those domains, respectively.

We close this subsection with a proof of Lemma 1.

Proof. (of Lemma 1). Since a(z) is holomorphic in CV, we have R(a(2)) is a continuous
mapping. By Heine-Cantor theorem, R(a(z)) is uniformly continuous in any compact subset
of CN. Fixing a 0 < § < amin, without loss of generality, we can choose ¢ > 0 such that
Vz € CN, Vz' € T satisfying ||z — 2/|| < &, there holds

||§R(a(z)) - §R(a’(’z/))”[’oo(D) < amin — 9.
This implies
R(a(z,2)) > 6 — amin + R(a(z,2')) >0,

for all z € D, z € CV such that ||z — 2| < ¢ with some 2’ € T. Denoting I'¢ = {z € CV :
dist(z,I") < &}, we proceed to prove there exists p = (p;)1<i<y With p; > 1 Vi such that
the polyellipse £, is included in I'¢.

First, consider the “polyrectangle”
E= ) {zi eC:|R(z)| <1+ i, 1S(2)| < L} :
L<ieN V2N V2N

we will show that Z C T'¢. Indeed, for every z € Z, choose 2’ = (2)i1<;<n as follows: if
|R(z)| < 1, then 2, = R(z;); otherwise, z; = sgn(R(z;)). It is easy to see that 2z’ € TI.

Copyright © by ORNL. Unauthorized reproduction of this article is prohibited.
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Furthermore, for all i € {1,..., N},

[R(z) — R(z))] <

Thus, |z; — 2| < \/f—ﬁ and we have

N 1/2
Iz — 2|l < (lei—z{'!z) <&
i=1

This gives z € I'c and E C I'¢.

It remains to find p satisfying £, C =. To make this hold, we only need to select p such
that the lengths of axes of each ellipse are less than the lengths of corresponding sizes of
the rectangle, i.e.,

-1 -1
pi + p; 3 pi — p; §
Bl <14+ ——, and < .

2 V2N 2 V2N

The choice of p; = \/% + 4/ % + 1 > 1 fulfills this condition, with which £, C 2 C T'.
There follows

R(a(z,z)) >0

for all x € D, z € &, and a satisfies EUE(, p), as desired. O

3.2. Analyticity of the solutions with respect to the parameters. If DUE/EUE
holds, according to the Lax-Milgram theorem, u(z) € V(D) is defined and uniformly
bounded in certain polydiscs Op/polyellipses &£, containing I'. Exploiting this fact and
the analyticity of a(z) in CV, we establish the analyticity of the map z + wu(z). The
results given in this section generalize those in Section 2.1 of [14] to the cases of smooth,
non-affine diffusion coefficients. However, we only consider model (2.1) with finite dimen-
sional parameters. First, we state a stability result whose proof can be found in [14].

Lemma 2. If u(z) and u(2) are weak solutions to (2.1) with coefficients a(z) and a(2),
respectively, in L>°(D) and there exists § > 0 such that

R(a(z, z)) > 0, R(a(z, 2)) > 9,

for all x € D then

(o < V0L 5.)
and  [u(z) = u(@Dlvo) < PO o(z) - a(2)] . 52)

The analyticity of u with respect to the parameters is proved in the following theorem.
Theorem 1. Assume that the coefficient a(x,y) satisfies Assumptions 1-2. If DUE(0, p)
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(EUE(S, p) correspondingly) holds for some 0 < § < amin and p = (pi)i<i<n with p; >
1 Vi, then the function z — u(z) is holomorphic in an open neighborhood of the polydisc
O, (the polyellipse £, correspondingly).

Proof. We will prove this theorem for a(z,vy) satisfying DUE(J, p). The other case
should follow similarly. Defining

A= {zECN:%(a(aE,z)) > g for alleD},

the proof consists of two steps showing that

1. int(\A) is an open neighborhood of the polydisc O,, and;
2. the map z — u(z) is holomorphic in int(A).

Here, int(A) is the interior of A.

First, let us choose an arbitrary element Z in O,. For B(z,r), we denote the open ball
radius r centered at z in CV. Observing that the map z ~— a(2) is holomorphic in CV, we
have z — R(a(z)) is a continuous function in CV. There exists 7z > 0 depending on Z such
that for all z € B(2,rz),

NGNS

1R(a(2)) = R(a(2)]l Lo (p) <

This gives

| Sa
NS

R(a(z,z)) > R(a(z,2)) — = > -, VzeD,ze B(zrz),
and B(Z,rz) C A for all Z € O,. We obtain Z € int(A) for all Z € O, which concludes
Step 1.

We proceed to show that z — wu(z) is holomorphic in int(A). Notice that Vz € int(A),

o —
b < Ma(e,2)) < la(z,2)| < [a(z)1=(0), Ve € D,
so, u(z) is well-defined in int(.A).

Now, fixing ¢ € {1,...,N} and z € int(A), for h € C\ {0} we consider the different
quotient

wn(2) = u(z + hez) —u(z) e V(D).

where e; denotes the Kronecker sequence with 1 at index ¢ and 0 at other indices. For

h sufficiently small, z + he; € A since int(A) is an open set. We need to prove that

limp,_,o wp,(2z) exists, with which Hartogs’ theorem would imply the analyticity of u(z).
For all v € V(D),

/ a(z + he;)Vu(z + he;) - Vo dr = / a(z)Vu(z) - Vudz.
D D
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Subtracting [, a pa(z)Vu(z + he;) - Vv dr and dividing both sides by h give
he;) —
/ (a(z + eh) a(z)) Vu(z + he;) - Vodr = —/ a(z)Vwy(z) - Vo dz. (3.3)
D D
Since a(z) is holomorphic in CV, we can define
. a(z+ he;) —a(z)
;i =1 L°>°(D).
dia(z) lim . € L>(D)
Next, we will prove that
h i) —
sup ‘ / < z+hes) — al= ))Vu(z + he;) - Vudx —/ Oia(z)Vu(z) - Vudz| (3.4)
veV (D) D
lolly (py<t
converges towards 0 as h — 0. Indeed,
h i) —
sup ‘ / < z+hei) —alz )>Vu(z + he;) - Vodx —/ 0ia(z)Vu(z) - Vo dx
veV(D) D
lolly (py<t
< sup / alzthe) =alz) _ 50| (Vs + hes)|[Vol da
veV (D) D h
\|U\\V(D)S1
+ sup / |0ia(z)||Vu(z + he;) — Vu(z)|| V| dz
veV (D) D
HvHv(D)Sl
a(z + he;) — a(z)
< sup - — Oia(z) lu(z + he)lly (o) lvllv )
veV (D) L°°(D)
HUH\/(D)Sl
+ s 10ia(2)|| oo (py lu(z + hes) — u(2)[ly(py I0lly Dy
lolly (py<t
a(z + he;) —a(z)
< — dia(2) [u(z + hei)lly(p) (3.5)
h L2(D)

+ [10ia(2) || oo (py lulz + hei) — u(2)lly(p)
The first term of the expression (3.5) converges towards 0 as h — 0 since

a(z + he;) — a(z)

— 0;a(z) — 0 (from the definition of 0;a(z)),
h (D)
2( fllv+(py
|u(z + hei)lly (py < 5 (from the fact that z + he; € A and (3.1)).

On the other hand, since z, z 4 he; € A and from (3.2), it gives

4
< Al

lu(z + he;) —u(2)lly(p) la(z + hei) — a(2)|| L (Dp).-
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Note that a(z) is continuous in z, we have [|u(z + he;) — u(2)|ly(py —> 0 as h — 0 and so
does the second term of (3.5). This concludes the convergence towards 0 of (3.4).
Let wo(z) € V(D) be the solution to

/ a(z)Vwy(z) - Vode = —/ 0ia(z)Vu(z) - Vodz, Yv e V(D). (3.6)
D D

Such wy(z) exists since L(v) := — [ dja(z)Vu(z) - Vudz is a continuous and linear func-
tional in V(D).
Substituting (3.3) and (3.6) to (3.4), we have

sup
veV (D)
lolly (py<1

/ a(z)Vwy(z) - Vodz — / a(z)Vwy(z) - Vodx| — 0 as h — 0.
D D

For h such that wp(z) # wp(z), denote the complex conjugate of wy(z) — wo(z) by
wp(z) — wo(z). We observe that

3 lun(2) = wo()ly (o) < Vin(z) ~ to(z)

. dx
|wn(2) — wo(2)|lv (D)

/ a(2)V (wi(2) — wo(2))
D

< sup / a(z)V(wp(z) —we(z)) - Vodz|.
veV (D) D
lolly(py <1
There follows limy_,g wp(z) = wo(2z) in V(D), as desired. O

3.3. Estimates of the polynomial coefficients. Under the analyticity properties estab-
lished in Theorem 1, the convergence of Taylor and Legendre expansions of the solutions,
as well as estimates of the expansion coefficients, are well-studied, e.g., in [6,12,14]. In this
subsection, we revisit those results in the context of finite-dimensional, possibly non-affine
parametric coefficients. Recall that S = {v = (v;)i<i<ny : 1, € N}. For all v € S, we

introduce the multivariate notations |v| := > .oy ¥, V! := [[{<;<n vi! and define the
partial derivative 0%u := %. The Taylor series of u(y) reads

u(y) =Yty (3.7)

vesS
where the coefficients ¢, € V(D) are defined as
1 174
ty := —0"u(0), veS.
V!
The convergence of the Taylor expansion in I' and estimates of ||, [|y(p) are given in the
following result.

Proposition 1. Assume that the coefficient a(x,y) satisfies Assumptions 1-2. If DUE(J, p)
holds for some 0 < 0 < amin and p = (pi)i<i<y with p; > 1 Vi then the Taylor series
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Y ves tvy” converges uniformly towards u(y) in I'. Furthermore, we have the estimate

1l
Itullvip) < =—2p7". (3.8)

Proof. We can actually prove that the complex power series ) s t,2" converges uni-
formly towards u(z) in O, D I'. Indeed, from the proof of Theorem 1, z — u(z) is a
holomorphic function in an open neighborhood int(.A) of the polydisc O,. By standard
results on analyticity of Hilbert-valued functions, see, e.g., Section 2.1 in [24], this implies
the Taylor series of u(z) is uniformly summable in O,,.

The estimate (3.8) of ||t |y(py can be obtained by a Cauchy’s integral formula argument
as in Lemma 2.4 in [14]. O

On the other hand, the tensorized Legendre series of u(y) is defined as

=Y wP(y), (3.9)

vesS

where P, (y) = Hf\il P,,(yi), with P,, denoting the monodimensional Legendre polynomials
of degree v; according to L> normalization ||Py, ||z (—1,1) = P, (1) = 1.

A second type of Legendre expansion, which employs the L? normalized version of P,,
is also considered. Denote the multivariate polynomials L, (y) = Hfil Ly, (y;i), with Ly, (v:)
given by

Ly, (yi) == V2v; + 1P, (yi)-

The Legendre series in this case can be written as

= Z vy Ly (y). (3.10)

vesS

We note that the coefficients u,, v, € V(D) are defined by

N 1/2
v, = /F w(y) Ly (y)o(y)dy and u, = v, (H (2;/,-+1)> . (3.11)

=1

The following proposition establishes estimates of ||uy||v(py, [|[vw|v(p) and the convergence
of the Legendre expansions of u in T

Proposition 2. Assume that the coefficient a(x,y) satisfies Assumptions 1-2. If EUE(0, p)
holds for some 0 < 6 < amin and p = (p;i)i1<i<n with p; > 1 Vi then we have the estimates

N N
luvllv(py < Cpsp™” H 2vi +1), |vllvipy < Cpsp™ H V2u; +1, (3.12)
=1

i=1

where Cp 5 = ”f”w(m Hl 1 4(p )) with £(E,,) denoting the perimeter of the ellipse E,,.

Consequently, the Legendre series ) ,csuy Py and ), s vy Ly, converge towards u in
L>(T,V(D)). The series Y., Vvl also converges towards u in V(D) @ L2(T).
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Proof. From Theorem 1, we have z +— wu(z) is a holomorphic function in an open
neighborhood int(A) of the polyellipse £,. Using this fact, the proof of estimates (3.12) is
similar to those of Lemma 4.2 in [14] and Proposition 8 in [6], based on an application of
Cauchy’s integral formula, and we shall not repeat it here.

Next, we note that for any finite set A C S,

U — Z uy Py = Sup u(y) - Z UVPV(y) < Z HUVHV(D) )
veA ey YR veA V(D) véEA
1/2
u— Z Uy Ly = <Z HUVH%/(D)> :
veA V(D)®L2(T) vEA

Therefore, to obtain the convergence of the Legendre expansions Zue s U Py and Zue stvly
in (I, V(D)) and V(D) ® L2(I) respectively, it is enough to prove the ¢! summability
of (Jluy|lv(p))ves and * summability of
(llvwllv(p)y)ves- These can be done using the estimates in (3.12) and the argument in The-
orem 4.1 in [14]. O
Under Assumptions 1-2, we remark that EUE and, if adding affine dependence on
parameters, DUE normally hold for infinitely many couples of (4, p). We call the set of all
(6, p) such that EUE(J, p)/DUE(J, p) is fulfilled the admissible set and denote it by Ad
for both cases. For a fixed v € S, the best coefficient bounds given by Propositions 1 and
2 will be

N

, Muwllvpy < inf  Cosp ™ [[2vi+1).  (3.13)

I llv+(py
tyllypy < inf D)y
[tollvpy < in p (6,p)€Ad paie]

(6,p)€Ad 1)

Finding an efficient computation of these infimums and algorithm to construct the corre-
sponding quasi-optimal index sets is an open question. In the specific case where the basis
functions 1; have non-overlapping supports, however, the vectors p solving the minimization
problems in (3.13) can be found easily. In this case, the best a priori estimates retrieve the
forms (3.8) and (3.12). Recent studies have shown that although these theoretical bounds
are not sharp, they construct correct quasi-optimal polynomial spaces, see [6].

4. Asymptotic convergence analysis for a general class of multi-indexed series. In
this section, we introduce a new, generalized approach to estimating the asymptotic con-
vergence of a class of multi-indexed series, which is relevant to quasi-optimal approximation
settings and accommodates most types of Taylor and Legendre coefficient bounds estab-
lished in current literature. Consider a multi-indexed sequence (of coefficient estimates)
written in the form (e *®)),cs. Recalling that Ay, is the set of indices v corresponding
to the M largest e *®) and A§; denotes the complement of Ay in S, we are interested
in finding a sharp convergence rate of ZueAj/[ e~"®) with respect to M. It is enough to

analyze this sum with A§; being the sets of all v such that e ") < e~/ with some J € N.
Our method can be summarized as follows. First, we split A§, into a family (Q;);en, j>
of disjoint subsets of S based on values of e ) where Q; contains v satisfying e /71 <
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e P¥) < ¢7J, 50 that the truncation error can be bounded as

Z e ) = Z Z e ) < Z#(Qj) e, (4.1)

veAS, j>JveQ; 3=>J

Obviously, finding a sharp approximation of #(Q;) is central to estimate (4.1). We define
the superlevel sets P; of N-dimensional real points

Pj = {ve0,00)V : et > eI} = (v e [0,00)V : b(v) < j}, (4.2)

and, with notice that #(Q;) = #(Pj11 N ZN) — #(P; N ZN), seek to count points with
integer coordinates in P;. An appealing approach to solving this problem is to study the
interplay between #(P; N Z") and the continuous volume (Lebesgue measure) of P;. We
first employ the following well-known result in measure theory, reflecting the intuitive fact
that for a geometric body P in RY, the volume of P, denoted by |P|, can be approximated
by the number of shrunken integer points inside P, see, e.g., Section 7.2 in [21] and Section
1.1 in [34].

Lemma 3. Suppose P C RY is a bounded Jordan measurable set. For j € N, j > 0,
there holds

R J T . N
|73|—jlg£10jN #(PﬂjZ )—jlggojN #(GPNZY). (4.3)

Concerning our goal of estimating (4.1), Lemma 3 has an interesting consequence: If
b(v) is defined such that %Pj = P, Vj € N, with some P C R¥, one obtains a simple

asymptotic formula for #(P; N ZN):
#(P;nZN) = jV|P. (4.4)

Such approximation is powerful since, loosely speaking, it would allow replacing #(Q;) by
((j+ 1N — jM)|P| and reduce (4.1) to a much easier, yet equivalent problem of estimating
the truncation error via

Yo S APIG+ DY = V)e . (4.5)

veAs, §>J

The property that the sets l.Pj are unchanged over j € N is, however, restrictive, corre-
sponding to only a few types of coefficient upper bounds, for instance, b(v) is linear in v. For
this approach of estimation to be considered useful in general quasi-optimal approximation
setting, this condition needs to be relaxed.

For the technicality, we now extend definition (4.2) to equip the superlevel sets with real
indices: for 7 € (0, 00), define

Pri= v € (0,00 : ) > T} = {w e [0,00)" : b(w) < 7). (4.6)

Note that the assertion of Lemma 3 still holds if replacing j € N by 7 € (0,00). We
establish, in Lemma 4 below, formula (4.4) under some weaker assumptions on (Pr) cp+:
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i) P; is Jordan measurable for countably infinite 7 € (0, 00),

ii) The chain (1P;), cp+ is either ascending or descending towards a Jordan measurable
limiting set P C RY with 0 < |P| < oo.

As we shall see later, these properties are satisfied by most existing polynomial coefficient
estimates.

Lemma 4. Suppose (P;),cr+ is a family of bounded Lebesgue measurable sets in RY
satisfying either

1 1
—Pr, C —Pry, VY11 > 712> 0, (4.7)
T1 T2
1 1

or —Pr, D —Pry, V11 2> 12> 0. (4.8)
T1 T2

Denote P = ) %’PT if (4.7) holds and P = | %737 for the other case. If P is bounded
TERT TERT
Jordan measurable, |P| > 0, and there exists a sequence (7;)jen with Tj — oo such that P,

is Jordan measurable for all j, there follows
. 1 N

Proof. We will give a proof with (P;),cgr+ satisfying (4.7). The other case can be shown
analogously. Let € be an arbitrary positive number. By Lemma 3,

1 N
T—N~#(7POZ ) = |P| as T — oo.
Since P C %777 V7, we can choose T7 > 0 such that V7 > T7,

|7>|—e§TiN-#(TPmZN)STLN-#(PmZN). (4.10)

On the other hand, from P = (| _cp+ %737, it yields |P| = li_>m HPT‘. Let us pick an L > 0
T—00
so that P, is Jordan measurable and ‘%PA < |P|+ 5. By Lemma 3,

TLN-#(%PLHZN> — ‘ZL as T — 00.
There exists T > L satisfying V7 > T3,
o (TrnzY) < | S <ipi e
Since 7 > L, we have P, C 7P, which gives
1 1 T
T—N-#(PTHZN)ST—N-#<EPLOZN>§|P|+e. (4.11)
Combining (4.10) and (4.11) proves (4.9). O
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Lemma 4 provides us with an asymptotic formula of the form (4.4) to approximate
the number of integer points inside P, under some conditions on (Pr),cgp+. Given a
coefficient upper bound e ™) it is desirable to derive properties of b(v) such that its
corresponding superlevel sets (P;),cr+ fulfill these conditions. For all v € [0,00)", define
the map H, : (0,00) — R as

Hy(r) = %b(ru), Vr € (0,00).

We proceed to state and validate the following assumptions on b(v).
Assumption 3. The map b : [0,00)Y — R satisfies

1. b(0) =0 and b is continuous in [0,00)",

2. H, is either increasing in (0,00) for all v € [0,00)" or decreasing in (0,00) for all

v € [0,00)V,

3. b(v) € ©(|v|). In other words, there exists 0 < ¢ < C' such that c|v| < b(v) < Clv|
as v — oc.

Lemma 5. Assume that b: [0,00)N — R satisfies Assumption 8. For T € (0,00), denote
Pr={ve0,00)N: b(w) <7}. Let

N (P;) if Hy is increasing Vv € [0, 00)",

_ TERT
P U (%737) if Hy is decreasing Yv € [O,OO)N, (4.12)

TERT
Then, 0 < |P| < oco. If P is Jordan measurable, there holds

1P| = lim — - #(P, N ZV). (4.13)

T—00 TN
Proof. From the continuity of b in [0,00)"V (Assumption 3.1), P, is Jordan measurable
for all except a countable number of values of 7 (see [19]).
Next, from Assumption 3.2, if H,, is increasing for all v, one has %b(TQV) < %b(TlV) <
1, V11 > 7 >0, Vv € [0,00)", which implies

1 1
*,Pn - 77)7’27 V11 > 1 > 0.
T1 T2

Since b(v) converges towards +00 as v — 00, P is bounded for every 7 € (0,00). It is
trivial that P = (), e+ (£P;) is bounded. Let v ¢ P, we have v ¢ 1P, for  large enough.
Combining with Assumption 3.3 yields C7|v| > b(rv) > 7. Thus, B(0,1/C) C P and
|P| > 0.
If, on the other hand, H, is decreasing for all v, then T—llb(ﬁu) < %b(TQV) <1, Vn >

79 >0, Vv € [0,00)", which gives

1 1

—Pr D —Pry, V11 > 1> 0.

1 T2
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Since P = U, cp+ (£P;), it is trivial that [P| > 0. Furthermore, for any v € P,
b(tv) < 7 with 7 large enough. Combining with Assumption 3.3 that b(7v) > cr|v/|, this
implies [v| < 1. Thus, P C B(0,1/c) and |P| < <.

If P Jordan measurable, since the family (P;),cr+ has been proved to satisfy the con-
ditions of Lemma 4, we can apply this to get (4.13). O

As seen in the proof, the continuity of b (Assumption 3.1) assures that the superlevel
sets P, are “well-behaved” (Jordan measurable). Meanwhile, the monotonicity of H, (As-
sumption 3.2) leads to the ascending (or descending) property of the chain (%PT)T cpt- 1o
guarantee the limiting set P is bounded and not null, we assume clv| < b(v) < C|v| for
some 0 < ¢ < C' (Assumption 3.3), so that B(0,1/C) C P C B(0,1/c). It should be noted
that ¢ and C are generic constants, which are only utilized to represent the boundedness of
‘P and do not affect our convergence rate, thus a specification of ¢ and C' is not necessary.
In the subsequent analysis, we applies (4.13) to derive an error estimate, only depending
on P and the parameter dimension N, of the form M exp(—(M/|P|)*/N). This rate is
consistent with the proven sub-exponential convergence M exp(—(kM)'/N) for some simple
coefficient upper bounds [6]. Nevertheless, our analysis completely exploits information on
the size and shape of the (possibly complicated) index sets in the asymptotic regime via
the introduction of P and, as a result, acquires the optimal value of k.

It is worth remarking that Lemma 4 requires P to be Jordan measurable. Indeed, we
show here a simple counterexample in which P is not Jordan measurable and (4.13) fails to
hold. Consider the integer-indexed collection of Jordan measurable sets (P;);en defined by

Pi=j(0,1\{p/q:p,a €Z,0<p<q<j}).

Observing that (%Pj) jen is descending towards P = [0, 1] \ Q, which is not Jordan measur-
able. We have #(P; N ZY) = 0 Vj while |P| = 1, contradictory to (4.13). The conditions
on Jordan measurability of P is, however, not restrictive in the context of quasi-optimal
methods, since the shapes of limiting sets are often not very fractal. Indeed, all examples
investigated herein show the convexity of P, which trivially implies its Jordan measurability,
as required.

The mathematical evidence that Assumption 3 is satisfied by published Taylor and
Legendre coefficient estimates will be presented in Section 6. Four examples of upper
bounds e~**) will be considered, including p=* (as in (3.8)), inf(57p)eAd(%) (asin (3.13)),
p Y TIY, V20 + 1 (as in (3.12)), and %a” (as in [7,13]). For now, with Lemma 4 giving
an approximation for #(P; N ZY), it remains to study the estimation problem (4.5). We
proceed to prove the following supporting result.

Lemma 6. For any N,J,L € N, if J > max{el/i,_l, e(Lflg/N—l}’ it gives

ZjNe_j < LJNe ™’
Jj=J

— (4.14)
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Particularly,
; 2
N,—j < 9N —J_° >
Zy el <2J% Pt VJ_el/N—l’ (4.15)
Jj=J
> Ne < (N+1)JVe /5 wi> 1 N>a (4.16)
; e—1 el/N —1
j=J
Proof. We have
_ Lk +7¢ Lk
RS MR 3 i (Rt N ] 17)
i>J k>0 £=0
We prove that for every £ > 0,0 < (< L —1,
I N
(1 + kJ+ €> e /TRt < gm IR, (4.18)

Consider ¢ = 0. If k£ = 0, (4.18) holds trivially. If £ > 0, it is equivalent to

LE\Y Lk
= (L-1)k =
<1+ J> <e , or J2> CL—Dk/N _ 7

which is true since J > W%
Now, for ¢ > 0, observe that

Lk + 0\ N LN ¢\
(H 7 > _<HJ> (1+Lk:+,]>

E N
o(L=1)k (1 n J> < e(L=Dk+

IA

since J > 61/,\,#_1 and (4.18) follows.
Combining (4.17) and (4.18) gives

1 N —i . _J €
w D N <L) el =Le—,
Jj=J Jj=J
which yields (4.14).
(4.15) can be obtained from (4.14) with L = 2. For (4.16), applying (4.14) with L =
N + 1, we only need to verify ﬁ > N+1 . We have

e—

e—1 =
N T Z YN+,
i=0

since eN"D/N > 15 and eN-D/N > 15for N >4, and ¢/N >1forall 0 <i < N — 3,
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proving (4.16). O
It is easy to see that > i>J jNe™J is also bounded from below by

S iNe T =Ny e > JNe—JLl, V.J €N,
j>J §>J B

verifying the sharpness of estimate (4.14). This sub-exponential convergence rate, however,
is effective with J > ﬁ ~ N. Since JN¥e™/ is increasing with respect to J for J <

N, this seems not an appropriate rate to describe the decay of 2j> J 7Ne7 in the pre-
asymptotic regime.

We are now ready to analyze the asymptotic truncation error of the general multi-
indexed series ), e~ P™) relevant to quasi-optimal Taylor and Legendre approximations.
The main result of this section is stated and proved below.

Theorem 2. Consider the multi-indexed series ), s e ™) with b: [0,00)N — R satis-
fying Assumption 3. For T € (0,00), denote Py = {l/ € [0,00)N : b(v) < T} and Ay the set
of indices corresponding to M largest e"®) . Define P = Nrert (%777) or P =, cp+ (%777)
as in (4.12). If P is Jordan measurable, for any € > 0, there exists M. > 0 depending on €
such that

1/N
> e < Cyle) Mexp (- (|7>|(1M+E)) ) (4.19)

vEA

for all M > M. Here, Cy(c) = (4e + 4ee — 2) 5.

Proof. We apply Lemma 5 to get

1
Pl = lim — - #(P, NZ").

T—00 T

For a fixed € > 0, there exists A. > 0 such that for all integer j > A.,

1 1
—e[PI <Pl - -5 - #(PNZY) < S|P,
1 J (4.20)
e, oVIPl< #(P;nZN) < jNIPI(L+ o).

—b(v)

To analyze the asymptotic convergence of »_ e , it is sufficient to consider this

I/ﬁé[\]w
sum with Ay = P;NZY, J € N. First, observe that for all integer J > A, and J > ﬁ,

from (4.20),

S ) <SP nZY) — (PN ZN))e

vgP,NZN >
1 A
< i+ D)NPI(1L + e —'Np]e_]
;yj[o PVIPIL+2) - 251
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<IPIY G+ )Y =N e+ 1P [s(j + )N+ 1jN} e

5 4 2
jzJ jzJ

. 1 .
§(6—1H¢W§:jNe]—%(&%%2>Wﬂ§:jNeJ,

i>J j>J

the last estimate coming from (5 + 1)V < ej?.
Apply Lemma 6 with L =2 and J > 61/]\,%, we have

3 e—Wﬁg(my%%e—lnpuNngéi. (4.21)
I/%’PJQZN

Now, we need to write (4.21) in term of M = #Ay = #(P; N ZY). From (4.20), it is
easy to see that

1
5JMP|§A1§JMPK1+@. (4.22)

Combining (4.21)—(4.22) gives

1/N
5 < e (- (p5) )

V%AM
where Cy(e) = (4e + 4ee — 2) 255, as desired. O
Remark 1 (Theoretical minimum cardinality M.). The error estimate (4.19) holds with
2
M > M, :=#(P;.NZN), where J, = max{ ———, A, p. (4.23)
: el/N —1

It is shown in (4.20) that A is decreasing with respect to €. Thus, a stronger convergence
rate, corresponding to smaller €, would be realized at larger cardinality M. An evaluation
of Ac is not accessible to us in general, making explicit computation (or mathematical
formula) of minimum cardinality M. not feasible. However, in the settings where P is a
rational convex polytope, A, can be acquired computationally. The interplay between € and
M. will be investigated through several examples within such settings in Section 5.

In any case, (4.19) requires J > ﬁ This condition can be relaxzed with a slightly
weaker estimate. Indeed, applying (4.16) instead of (4.15) in the proof of Theorem 2, one
gets

1/N
Z e W) < N;_ 1Cu(5)Mexp (— <]73](1]w+5)> ) , (4.24)

V%AM

guven

1
M > M! .= #(Py NZN), where J. = max {“V,AE} . (4.25)
e el/N 1
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Remark 2 (An extension of Theorem 2). The convergence estimate (4.19) does not apply
for |P| = 0 or P unbounded (b(v) ¢ O(|v])). With minor modifications in the above
analysis, our results can be extended to a wider class of b(v) where Assumption 3.3 (b(v) €
O(|v])) is replaced by the condition that b(v) € ©(|v|?) (i.e., there exist constants 0 < ¢ < C
such that c|v|® < b(v) < Clv|? as v — 0o) with some fized B > 0. In such cases, it gives

Z ) < Cyule) M exp <_ <‘77‘(1—|—8)> >

vEA N

as M — co. Here, P = (\.cp+ <T1%737-) or P =, cp+ (ﬁPJ (depending on whether

7_1%737 is descending or ascending).

5. The optimality of our proposed estimation and pre-asymptotic error analysis: a
simplified case. In this section, we consider the particular case in which

i) P is a rational convex polytope,
ii) P = 7P for all 7 € (0,00).

This setting, arising from the multi-indexed sequence (e *®)),cs with

N
b(v) = sup(z \ivi), where A is a finite subset of (QT)Y, (5.1)
xeA =

is appropriate for Taylor coefficient estimate of the form (3.8) and to some extend, (3.13)
(Details will be discussed in Section 6). The advantage here is that the number of integer
points #(P; N N ) can be represented by a computable Ehrhart quasi-polynomial of degree
N in j (see [8], Chapter 3 and [33], Chapter 4). In other words, there exist a period ¢ and
polynomials Ey, ..., E,_1 of degree N with leading coefficient |P| such that #(P; N ZY) =
E;(j) if 7 = ¢ mod q. We exploit this property for two tasks: first, to establish a lower
bound of ZV¢ Ay e~*®) and verify the sharpness of estimate (4.19); second, to calculate the
minimum cardinalities for (4.19) and (4.24) to hold (via the computations of the Ehrhart
quasi-polynomials) and study the relation between them and the convergence rate. To
circumvent the constraints on M. and M/, an estimate of the truncation errors in the
pre-asymptotic regime will be derived.

5.1. Lower bound of the truncation errors. We begin this section with an additional
assumption on b, which is fulfilled by b(v) defined in (5.1).

Assumption 4 (Monotonically increasing). b : [0,00)"Y — R satisfies: Vv, u € [0,00)", if
v < pu, then b(v) < b(p).

Given this monotone property, the number of integer points inside a superlevel set P,
is always larger than its Lebesgue measure. This observation is verified in the following
lemma.

Lemma 7. Assume that b : [0,00)Y — R is continuous and satisfies Assumption 4. For
7 € (0,00), denote Pr = {v € [0,00)" : b(v) < 7}. We have

#(P-NZN) > |P;|, ¥ >0.
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Proof. We consider a partition of [0,00)" by the family of cells (I,,),ecs defined as

L= [vivi+1).
1<i<N
Denoting S* = {v € S: P, N1, # @}. If v € §*, by definition, there exists p € I, such
that b(p) < 7. Since v < p and b satisfies Assumption 4, it gives b(v) < b(p) < 7. We
have v € P, N ZY, which implies S* C P- NZY and #(S*) < #(Pr NZN).
On the other hand, there holds

Prl =D 1P 0L < D | = #(S").

vesS veES*

We obtain |P;| < #(S*) < #(P, NZN), as desired. O

Now, we proceed to establish a lower bound for the truncation errors of series » - s e bw)
with b(v) having the form (5.1).

Theorem 3. Consider the multi-indexed series ), e P @) with b(v) given by (5.1).
There exists a constant M* > 0 such that

> et > oMty exp( <|]\7f|>w> (5.2)

vEAm

for all M > M*. Here, P is defined as in (4.12), Cp = %(%)1_7 % where q is the
period of Ehrhart quasi-polynomial of P.

Proof. 1t is easy to see that b satisfies Assumption 3. Particularly, b(rv) = 7b(v),
H, is constant and 2P, = P = {v € [0,00)" : b(v) <1} for all 7 € (0,00), v € [0,00)"
By definition of b, P is a rational convex polytope. We can find ¢ € N and an N-order
polynomial E with leading coefficient |P| such that

#(P;yNZY) = E(jq), Vje€N. (5.3)

For Apr =Pyg N ZN | it gives

S ) > ST HP 1) NEY) — #(Prg N ZN))e G

vEA 3>J

. (5.4)
= (E(ja+q) — E(jg)) e V4
3>J
Denoting E(t) = |P[tV + Z Voleit!, Yt € R, we have
. —1
E(jq+q) — E(jq) > q|PIN(jg)™ —qz leili(ig +q) " (5.5)
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There exists T > 0 satisfying

N-—1

. i 1 CWN— ) )
> lailiGia+ )" < SIPIN(ig)"™", Vi €N, j> Ty (5.6)
=0

Combining (5.4)—(5.6) yields for J > Ty,

1 .
—b(v) > = i\ N—1,—(+1)q
;; e > 2Q|P|N;(JQ) e
v JZ
1 ’ . 1 e—qJ (57)
> NGV TN TP e Ut = S Ng(g )N Pl —.
2 , 2 el —1
izJ
We need to write this estimate in term of the cardinality M. First, notice that b satisfies
Assumption 4, there holds

PI(T)N = [Paql < #(PsgNZY). (5-8)

Applying Theorem 2, it gives |P| = lim ﬁ - #(Pjy NZN). We can choose T2 > 0 such
j

| — 00 (.]q
that for all j € N, j > T,
R
o)™
Since M = #(Ps, N Z"), from (5.8) and (5.9), one has

1
—5IPI< [P| - #(Pjg N ZY). (5.9)

3
PI(Jg)N <M < §|73|(Jq)N for J > Y. (5.10)

Combining (5.7) and (5.10) gives

1N
Z et > CyM'N exp <— <|]\7f|> ) ;

vEAy

-1 ¥ .
where Cp = % (%) N Nt‘f‘_]lvq. The proof is now complete. O

Theorem 2 and Proposition 3 reveal that for b(v) given by (5.1), the asymptotic trun-
cation error of ) ¢ e™) can be bounded from below and above as

CeM'™ exp <_ <|7>M|>1/N> < Y M) < Cyle) Mexp (— (WM+€))W> ,

vEAn

where Cy and Cy,(¢) are mild constants in comparison with the total bounds. The optimality
of our estimation is verified in these cases.

5.2. Asymptotic minimum cardinalities and their relation with the convergence
rate. In this section, we will apply Ehrhart (quasi-)polynomial to investigate the mini-
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mum cardinality for our asymptotic convergence rate to hold. Recall that for any € > 0, the
upper estimates (4.19) and (4.24) occur with J > J. = max{ﬁ,As} and J > J. =

max {1/+, AE}, respectively. The first constraints in both conditions are straightforward
e -1

and we focus on quantifying A.. From (4.20), A. is the positive real number such that
1
i PI< #(PnZY) < jN|PI(1+e), Vi €N, j > A, (5.11)

In case P is a rational convex polytope and P, = 7P V7 € (0,00), we can ignore the
left inequality of (5.11), which by Lemma 7 is true for all j € N. There exists a (quasi-)
polynomial

N—-1
E*(§) = PIiN + Y i ()", (5.12)
=0

with ¢ : N = Q being a periodic function with integer period ¢ such that
#(P;NZY) = E*(j), Vj €N, (5.13)

see (8], Chapter 3 and [33], Chapter 4. Replacing (5.13) to (5.11), A, can be characterized
as the largest among the solutions of

N-1

elPIiN =) ()it =0.

=0

The numerical computation of formula of Ehrhart polynomial E*(j) can be done efficiently
[15], allowing us to quantify A, and the theoretical minimum cardinality M. (= E*(J;))
accurately. We present a brief study on the relation between M. and ¢ for some polytopes,
including:

o (P1): b(v) = X, vi (N = 4),
o (P2): b(v)=v1 412+ 2v3+4ry (N =4),

o (P3): b(v) =30 v (N =8),

o (PA): b(v) =7 %5 (N =8),

o (P.5): b(v) = sup{%Zle vi, 1%2?:1 vi+ 1< < 8} (N =28),
e (P.6): b(rv)=sup {%21‘8:1 Vi, %Zle vi+ i :1<5< 8} (N =38).

(P.1)-(P.4) correspond to 4- and 8-simplices with different levels of anisotropy. The lengths
of edges connecting the origin and other vertices are equal for (P.1) and (P.3) and slightly
vary for (P.2), while (P.4) is quite a skinny simplex. On the other hand, (P.5) is a truncated,
enlarged version of (P.3) where the vertices are at = of the way along the axis edges and 2
along other edges, resulting in a polytope with 65 vertlces (P.6) in turn is obtained through
an enlargement of (P.5).
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Figure 2 shows the variation of M, and M/ as well as the rate adjusting parameter
1/(1 4+ €)YV in the estimates (4.19) and (4.24) with respect to €. The other parameter
Cy(e) is negligible except for ¢ very large and not plotted here. The formulas of Ehrhart
polynomials are calculated using the software package LattE [5]. First, we observe that
choosing a smaller € gives a stronger convergence, yet M, must also be increased. The good

M
[Pl

need not to be small to obtain a strong rate, especially in high dimension. For instance, ¢ =
1/N 1/N
1.0 gives the rate ~ M exp (—0.83 (M) ) with N = 4 and ~ M exp <—0.92 (M) )

[P [P
with N = 8.

Not surprisingly, M. and M/ is shown to be larger for higher dimension. For a fixed N,
the anisotropy of the polytopes significantly impacts M. and M/: these values are close for
(P.3) and (P.5), which possess different shapes and scales but span equally in coordinate
axes, and much larger for (P.4), the simplex with skinny shape. Generally, increasing e
alleviates the restrictions on M, and M/, as this will reduce A.. The strategy is, however,
ineffective once 61/1%,71 (or el/leil) exceeds A, and dominates (4.23) and (4.25), at which

1/N
news is that while the best convergence M exp | — ( ) is realized only as ¢ — 0, ¢

point, these conditions can no further be relaxed. Thus, while M, and M. are almost
not affected by the scale of polytopes with € close to 0, their lower bounds (imposed by
J Z ﬁ ~ N) are more restrictive for large polytopes; in such cases, mild constraints
on M. and M! may be unattainable. This fact is illustrated by a comparison of two similar
polytopes (P.5) and (P.6) in Figure 2: M, and M/ eventually stop to decay in both cases,
but the bound is higher for (P.6), the polytope with larger scale.

In short, our asymptotic convergence analysis applies to the range J > N. In the
next part, we propose an alternative estimate of truncation errors, which is effective in
the pre-asymptotic regime J < N. In Section 6.3, we will show in some examples that the
actual condition on M, for (4.19) to hold can be much milder than the theoretical minimum

cardinality posed by Theorem 2 and investigated here.

0.95

0.9

e
_|y o8
~—0.75

0.7,

0.65]

Figure 2: The variation of the rate adjusting parameter and theoretical minimum cardinal-
ities M, and M for the upper estimate (4.19) with respect to e.

5.3. A pre-asymptotic estimate of truncation errors. To acquire an estimation of
sz Ans e~"®) in pre-asymptotic regime, following the arguments in Theorem 2, non-asymptotic
bounds of #(P; N ZN) and ZjZJjNe_j need to be established. An upper bound of
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#(P; NZYN) is derived in the following lemma.

Lemma 8. Let b: [0,00)Y — R be continuous and satisfy Assumption 4. Assuming that
b(tv) = 7b(v) for all T € (0,00),v € [0,00)N. For 7 € (0,00), denote P, = {v € [0,00)" :
b(v) < 1}. There follows

#(P;nZN) <N -#(PnZN), VjeN,
where P = {v € [0,00)" : b(v) <1} (= 1P, for all 7).
Proof. Since b(tv) = 7b(v), we have P, = 7P, V7 > 0, thus,

#(P;NZYN) = #(GPNZYN) = # (73 N ;ZN) , VjeN.

Given p € (77 N %ZN), p can be written uniquely in the form

N
.
p=v+@Q -,
’i=].']

wherev e Sand r; € Z,0<r; <j—1,V1<i<N.
Since v < p and b satisfies Assumption 4, it gives b(v) < b(p) < 1 and, consequently,
vePNZN. We have

N

1 .

#(ijZN> g#{u+®?:VEPHZN,TZ-EZ,OSTZ-gj—l,VlgigN}
1=1

=i #(PNZY),

as desired. m
Next, we give a non-asymptotic estimate of > jNe™J based on tight approximation

of ngj_lee_j for J < N + 1. Indeed, since 7+ 7Ve™7 is increasing in [0, N], we have

J-1 ) J-1
ZjNe_j 2/ Ve Tdr. (5.14)
j=1 0

Applying Theorem 4.1, [31], yields

R g (J —1)N+1 (J-1)(N+1)
/0 e dTZiN—Fl exp < N 12 > (5.15)
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Combining (5.14) and (5.15), it gives

J-1
IEEOEE S

ji>J
o (J =1V J—1)(N+1
<ZJ e’ — N+)1 exp (—( N)(+2 )). (5.16)

A mathematical formula of the sum Z]Oil jNe 7 is not accessible. However, it is indepen-
dent of J and can be written in term of the well-studied polylogarithm functions

o
j
Lig(z) = E ;—S, for € C,|z| < 1,s € R. (5.17)
i=1

see [26,27]. Combining (5.16) and (5.17), we have proved the following Lemma:
Lemma 9. For any N,J € N, if J < N + 1, it gives

. _ 1\N+1 o
;}j]ve_] < Li_y(1l/e)— (JN_li_)lexp <—w> . (5.18)

In Figure 3, we compare the performance of the asymptotic bound (4.16) and the pre-
asymptotic bound (5.18) in estimating the truncation error of Zj; jNe=J for N = 20. The
pre-asymptotic estimate shows an excellent agreement with true value for small J; however,
it cannot capture the error decay when J is big. The asymptotic bound, on the other hand,
successfully predicts the convergence rate of Z;’il jNe™7, but is not effective with small J.

We are now in the position to prove a pre-asymptotic estimation of Zug Ans e b)),

N =20

10° _> gve
i>J
— Asymptotic bound
0 ---Pre-asymptotic bound

10 20 30 40 50 60

Figure 3: A comparison of the asymptotic bound (4.16) and the pre-asymptotic bound
(5.18) in estimating ijJjNe’j for N = 20.

Theorem 4. Consider the multi-indexed series ), s e~ W) with b(v) being continuous
and satisfying Assumption 4. Assuming that b(Tv) = 7b(v) for all T € (0,00),v € [0, 00)".
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For 7 € (0,00), denote P, = {v € [0,00)" : b(v) <7} and Ay the set of indices corre-
sponding to M largest e=**). Define P as in (4.12).
For M € N, if M < #(Py NZ"), there holds

N+1 1
1 M\ N M~N(N+1
Z e b) <eo |Li_n(1/e) — Nl <> exp (—1N(+)> (5.19)
v har + o oN (N +2)
Here, 0 = #(P NZ"N) and Li denotes the polylogarithm function.
Proof. Applying Lemma 8, it gives
#(P;NZN) <N -#(PnzN),VjeN (5.20)

To estimate ZungM e (™) it is sufficient to consider this sum with Ay, = PyNZY, J e
N, J < N. We have

S e <N # P NZY) — (PN ZY))e

vgP LN izJ
<#PnZM)Y (G +1)Ne
Jj=J
JN+1 J(N +1
<e-#(PnzM) [LiN (1/e) — N 1P <_(N++2)>] 7

by applying Lemma 9.
1N
From (5.20), it gives J > (W) . It is easy to see that the mapping j +—

J]\J;Ill exp (—%) is increasing in [0, N]. There follows
1 (MY M~ (N +1
N N
3 M) <eo [Li_N (1/e) = 7 () exp <_1(+))
v har + o oN (N +2)
where o = #(P N ZY), implying the assertion (5.19). O

Remark 3. The pre-asymptotic analysis presented above does not employ Ehrhart poly-
nomials, hence applies to a wider class of b than those given by (5.1). In this subsec-
tion, b only needs to be continuous, satisfy Assumption 4 and b(tv) = tb(v) for all
7€ (0,00),v € [0,00)V.

6. Asymptotic convergence rates of quasi-optimal approximations. As we have seen
so far, the error of a quasi-optimal polynomial approximation can be estimated by a series
of coefficient upper bounds based on which the polynomial spaces are constructed. For the
upper bounds developed in recent publications, we will verify that such series fall into the
class of multi-indexed series analyzed in Section 4, allowing an application of our framework
to those settings. In fact, as we shall see, in all considered cases, the coefficient estimates,
written as e ™), satisfies Assumption 3 and Y oves e ") can be treated by Theorem 2.
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Given a vector p = (p;)i<i1<n with p; > 1 Vi, we define A = (\;)1<i<n such that

In Section 6.1 and 6.2, we study the error analysis of quasi-optimal methods based on
Taylor and Legendre expansions respectively. A computational comparison of our proposed
estimate with existing results is showing in Section 6.3.

6.1. Error analysis of quasi-optimal Taylor approximations. We start with the quasi-
optimal methods corresponding to a basic coefficient bound of the form p™ (see Proposition
1). These are reasonable schemes for Taylor approximations of elliptic problems with the
random fields composed of non-overlapping basis functions. The convergence result is stated
in the following proposition.

Proposition 3. Consider the Taylor series >, t,y" of u. Assume that
ves

v
ol < V@, 6.1)

holds for all v € S, as in Proposition 1. Denote by Ays the set of indices corresponding to
M largest bounds in (6.1). For any € > 0, there exists M > 0 depending on ¢ such that

1
. MNTIY, M\ Y
sup lu(w) -3 | < V06 e [ (ML A (62)
yel" ven (S (1 + 5)
M V(D)
for all M > M..
Proof. We have by triangle inequality

v Hf” * —v
sup [u(y) = Dty < D tlvin < 2 D e (63)

I
ye veAy V(D) vEA veEA Ny

N
For v € [0,00)Y, define b(v) = 3 A, so that p=¥ = e **) Vv € S. We notice that
i=1
the quasi-optimal index sets in this case are the Total Degree spaces:

N
PjﬂZN:{VES:p_”ze_j}:{VGS:Z)\iuigj},VjGN.
i=1

Since A; > 0 Vi, it is easy to check that the map b satisfies Assumption 3 with H,, being
constant Vv. Observing that P = (), g+ (2P-) = {v € [0,00)" : SN A < 1}, we can
specify |P| = 7N!(/\11--~)\N).
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We are now ready to apply Theorem 2 to obtain

» M 1/N
Z p" < Cy(e)M exp ( <|73|(1+5)> >

U%A]\/[

MmN AN\ Y
< Cule)Mexp | — [ —F =L
— u( ) Xp ( (1 +€) > I
which proves (6.2). O

We proceed to analyze the quasi-optimal Taylor approximations based on best analyt-
ical bound provided by Proposition 1. Although this method is not easily implementable,
an asymptotic error estimate can be obtained as a simple corollary of Theorem 2. It is
reasonable to assume that the set Ad of all admissible (4, p) is bounded: as seen through
several examples in Figure 1, the domains of uniform ellipticity do not expand infinitely in
complex plane.

Proposition 4. Consider the Taylor series Y t,y" of u. Assume
ves

[ fllvepy _
5 < i VD) 4
Itullv(py < (6’p11)f1€Ad 5 P (6.4)

holds for allv € S, as in (3.13), with Ad being bounded. Denote by Ay the set of indices
corresponding to M largest bounds in (6.4). For any € > 0, there exists M. > 0 depending
on € such that

1/N
sup |(u(y) — Z tLy” < I fllv=pyCule) M exp (- (‘M)> > (6.5)

yer vehus o) PI(1+e¢

for all M > M.. Here, P = {1/ € [0,00)N - oV (log pi)vi <1 Y(6,p) € Ad}.

Proof. First, we have

t 74

sup [lu(y) — Z tvy” < Z ltellv oy < [1fllv+(p) Z (ngf i (6.6)

cAd 0
veEA) V(D) V¢AM V%A]w

Recall that \; = logp; Vi. With abuse of notation, we say (6,A) € Ad iff (3, p) €

N —v
Ad. For v e [O,OO)N’ define b(v) = sup <log5+ ZMW), o that inf p(s _
(6,2)eAd i=1 (6,p)€Ad

Yv € §. The quasi-optimal index sets in this case are:

N
PjﬂZN: {I/ESZ sup <log5+2)\iui> gj}, Vi e N.
(

JA)EAd P

efb(u)

We will show that b fulfills Assumption 3. It is easy to check that b is convex. As a
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TPT) are convex (and Jordan measurable).
Since Ad is bounded, there exist 0 < ¢ < C such that c|v| < b(v) < C|v| as v — co. Now,
let 7> 7" >0, it gives

consequence, for any 7 > 0, Pr and (), cp+ (l

N N
1 1 N
" (log(S + E )\Z'T/yi) < - <log(5 + E )\Z'TI/Z‘> , V(0,A) € Ad, v € [0,00)",

i=1 =1

since § < 1. Hence, H,(7") < H,(7), Yv € [0,00)".
We can apply Theorem 2 to get the asymptotic estimate

P~ M 1N
Y inf < Cu(e)M B (R , :
ooy 5 SO eXp( (]P(1+e)> ) (6.7)
M

1p,) = {vel0,00N s N, Ay <1 ¥(5,A) € Ad}. Combining

where P = (), cp+ (£
(6.6) and (6.7) gives (6.5), concluding the proof. O

6.2. Error analysis of quasi-optimal Legendre approximations. For the first example,
we consider quasi-optimal methods for Legendre approximations of elliptic PDEs with the
random field consisting of basis functions with disjoint supports. In [6], these problems were
computationally treated with bounds of type (6.1) and Total Degree index sets with some
success. However, those bounds are not analytically optimal, as the true exponential decay
of coefficients is penalized by a large multiplier. In the following, we establish a convergence
analysis for the sharper upper bound p™ Hf\; 1 V2v; + 1 of Legendre coeflicients (see Section
3.3). Whether the quasi-optimal method corresponding to this estimate outperforms Total
Degree approximations in computation is an interesting subject to study next.

Proposition 5. Consider the Legendre series Y vy,L, of u. Assume that
ves

N
lvwllvpy < Cpsp™ H Vv +1 (6.8)
=1

holds for all v € S, as in Proposition 2. Denote by Ays the set of indices corresponding to
M largest bounds in (6.8). For any e > 0, there exists a constant M. > 0 depending on €
such that

2

u— Z vy Ly < Cf,’(;Cu(s)M exp|—2 (
vEAu V(D)®L3(T)

1/N
MN!TTY, A
MN iz A ) (6.9)

(1+¢)
for all M > M.
Proof. First, we have
2 N

u— > vl = > lwliim < Cos > o [Ju+1).

vEA ) vEA vEA i=1
M V(D)®L2(T) EAm EAM
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N
For v € [0,00)N, define b(v) = 3 (2\iw; — log(2v; + 1)), so that p~ 2 [IX,(2v +1) =
i=1

—b() Vv e S. We notice that the quasi-optimal index sets in this case given by:

(&

N
P;NZN = {u €S: Z(QAZ-Z/Z- —log(2v; + 1)) §j}, Vj e N.
i=1

We proceed to prove b satisfies Assumption 3. It is easy to check that b(v) is contin-
uous. As v — 00, Amin|V| < b(V) < 2Amax|V|, where Apin = minj<;j<ny A and Apax =
maxj<ij<n Aj. Also, observing log(at + 1) > tlog(a + 1) for every a > 0, 0 < ¢ < 1, we have

N

1 1
H, (1) :; (2)\1‘%‘—7_, log(27'v; + 1)) < ; <2/\il/i—7_ log(27v; + 1)) =H,(r)
for all 7,7 € (0,00), T > 7.
We prove P = () (1P;) is Jordan measurable and |P| = m by showing that

TERT

N
P:{y S [O,OO)N : 22)\,‘%‘ < 1} .
i=1
Indeed, let v be contained in P, then 7v € P,, V7 > 0, i.e.,

N
(2T A\iv; — log(2Tv; + 1)) <71, V7 >0.
=1

(2
Dividing both sides by 7 gives

N

Z (2)\1‘%’ - %log(ZTw + 1)) <1, Vr>0. (6.10)
i=1

N
Taking the limit of (6.10) as 7 — oo, we have Y 2\;»; < 1.
i=1

N
Conversely, assuming v € [0,00)" such that Y 2\;1; < 1, there holds
i=1

N N
(2T \iv; — log(2T1v; + 1)) < Z 2T\ <1, V7> 0,
i=1 i=1

which proves v € %777, vr > 0.
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Finally, applying Theorem 2, we obtain

N AN H]'V \ 1/N
Z o H(2V¢ +1) < Cu(e)Mexp | —2 (z=12>
' 1+¢
ve&Ay i=1

for all M > M,. This concludes our proof. ([l
We remark that while the bound (6.8) is weaker than (6.1), its corresponding index
sets are descending towards Total Degree sets. As a result, we are able to obtain the same
convergence rate as Taylor approximations.
Now, we apply our framework to prove a convergence estimate for quasi-optimal Legen-
dre approximations based on the coefficient exponential decay ||vy (v (py < || fllv+(p) %a” .
Unlike other upper bounds discussed so far, this decay is established by real analysis ar-

gument [13]. In the case of affine linear random fields, i.e. a(x,y) = ao(x) + SN | yihi(x),
o = (a;)1<i<nN is specified by o; = H%HL% A development and implementation of quasi-
optimal method can be found in [7]; however, no error estimate has been provided. In the
following result, similar to the aforementioned works, we assume Zf\il a; < 1, which is

necessary for the summability of sequence (%a" ) .
: ve

Proposition 6. Consider the Legendre series ), svuLy of u. Assume there exists a
vector o = () 1<i<nN with a; >0 Vi and Zfil «o; < 1 such that

vl
o llvoy < I Flv+co) (6.11)

for allv € S. Denote by Ay the set of indices corresponding to M largest bounds in (6.11).
For any € > 0, there exists a constant M. > 0 depending on € such that

1/N
u— > L, < Hf!?/*(D)Cu(e)Mexp<— (yP(1M+5)> ) (6.12)

veA
M V(D)®L2(T")

N v
for all M > M.. Here, P = {I/ € (0,00)Y : 3 Nws —logﬁ < %}
i=1

Hﬁvﬂ v

Proof. From (6.11), we have

2
2 !
i Y = 2 Il < R 3 o ()
veAy V(D)®L2(I) vEA N ve¢Ay
Let \; = —loga; > 0 V1 < i < N and I' denote the gamma function. Also, let g, 91

and 12 be the di-, tri- and tetra-gamma functions respectively: 1y = (logT')’, Y1 = ¥f, =

N
(log )", by = ¥} = (logT)". For v € [0,00)", define b(v) = 2> \iv; —2log %,
i=1 =1 Wi

so that a2 (lz—l'> = ¢ ™) vy € S. The quasi-optimal index sets in this case are given
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by:

N .
r 1
PjﬂZN: VEStg )\iyi—logwgi .
i=1 Hi:1 F(Vi + 1) 2

We proceed to prove b satisfies Assumption 3. First, since ZZ]\L 1a; < 1, one can find
p € (0,1) such that sz\il of < 1 and, by Theorem 7.2 in [13], have (‘Z—l!ap”)yes T
lv|!

2
summable. This gives (7> a’P’ <1 as v — oo and there follows

1 2 N
(H) a2y < a(272p)uﬂ i'e'7 b(”) > (2 - 2]?) Z)\iw as vV — OQ.
| 24

i=1

Next, define g(1) = Llog (%
i=1 1 \TVi

prove H,, is decreasing by showing g is an increasing function. Observing that

) to be a mapping from (0,00) to R. We will

q
N 1 I (T Z v; + 1)
9(1) = Z ;108} —1 =
=2 r <7’ v+ 1>F (Trg+1)

=1

)

without loss of generality, we can assume N = 2. Consider the first derivative of g:

') 1 1 D(tvy + 710+ 1) 1 IV(rvy + 110 + 1)( N )
T)=——= — TV + TV
g 2 I(tvn + 1) (72 + 1) P2T(rn+rp+1) " 2
1 F/(Tyl + 1) 1 F/(TVQ + 1)
TV — ———"——2TUs.

- 2 T(rry + 1) 72 T(1vs + 1)

Then ¢'(7) > 0 V7 > 0 iff h(vy + v2) > h(v1) + h(ve), Yvi,vs > 0, where h(s) := stho(s +
1) —log(T'(s + 1)).

We have h''(s) = sia(s +1) +91(s+ 1) > 0 for any s > 0, see Theorem 1, [17], so h
is convex. Combining with the fact that hA(0) = 0, this implies the superadditivity of A in
[0,00), as desired. Note that for v € (0,00)", g is strictly increasing in (0, c0).

Since H, is decreasing, define the limiting set P = |, cp+ (%PT). We will characterize
P and show it is Jordan measurable. Without loss of generality, we can ignore the set of
points of P in the coordinate hyperplanes, since it is of measure zero. Using the strictly
increasing property of g for v € (0,00)", it gives

N
1 1 I 1 1
U (737> =<v e (0, oo)N: E Aiv; — lim — log N(|TV| +1) < =
T i=1 oo CILL T(ry+1) 2

TERT
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Applying Stirling’s formula, see, e.g., [1], yields

1
T 1 Ivl+5 el (97) 3 T
lim - log N(|w|+ ) _log lim ]|VT”| e )y
T—00 T Hi:l [(ry; + 1) T—00 Hi:l (TVA>7_V7L+§€—’TV1'<27T>§
3 | v+ 2= _ vl
= log lim T ~ id - (277)1 > = log V] ,
700 vt o TIY, vititer [T, v

and we obtain

vVl 1
P:{u Z/\V’ logH| | 2}.

= 1V1V1

For the Jordan measurability of P, we prove P is convex. It is enough to show the

function G(v) := log =y——— yil is concave in (0,00)". Denote by V2@ the Hessian matrix of

G and again assume N = 2 we have

(Y +w) -1/ 1/(v1 + 1)
via = ( VU +1) 1+ ) — 1/ ) :

vituv2 141 V2

Let © = (il > € R%\ {0}, it gives " (V2G)z = GRS M ) by employing
2

Cauchy-Schwarz inequality. Thus, V2G is negative semidefinite, which implies the concavity
of G.
We can apply Theorem 2 to get the asymptotic estimate

s o (5 scuomen(-(tes) )

vEA N
The proof is now complete. ]

6.3. A computational comparison of our proposed estimate with previously estab-
lished rates of convergence. Most of the established explicit error estimates for quasi-
optimal approximations concerns the coefficient bounds of the form

Itvllvipy <p™". (6.13)

We therefore compare our result with those from other approaches in estimating the trun-
cation error of ) s |tullv(p), given (6.13). Recall, we proved in Proposition 3 that

1

MN'TTEY, N\ Y

S Jtllviy < Cule)M exp [~ (ML= 2 ) T (6.14)
o (I+¢)

vENA N

Copyright © by ORNL. Unauthorized reproduction of this article is prohibited.



ORNL/TM-2014/468: H. Tran, C. G. Webster and G. Zhang 37

In [14], application of the Stechkin estimation gives 3o x  [tvllv(p) < [[([to]) )M >
for every 0 < p < 1. Applying (6.13), there holds

N 1 1/p
_1
> ltllvipy < (H w) My (stech)

We note that Stechkin inequality holds for every M and can accommodate a wider class of
approximation problems than those considered herein, including best-M term approxima-
tions. Later development due to [6] computes p € (0, 1) minimizing (stech) for each M and
obtains

) N 1/N
> ltullvipy < Mexp - (MH)\Z) N¢ |, (optim)
i=1

U¢A]\/1

where ¢ is the rate adjusting parameter varying from 0 to (e — 1)/e. Large £ gives stronger
convergence but also require more restrictive minimum cardinality. The best convergence
is only guaranteed in the limit M — oc.

Figure 4 shows a comparison of our error estimate with (stech) and (optim) in computing
the series 3, g e~ 1H2F23+4%4) (corresponding to sequence (P.2) in Section 4). (optim)
is plotted at its best possible rate with £ = (e — 1)/e. We also plot the exact value of
sz Ans e~?™) which can be calculated using Ehrhart polynomial in this case, for reference.

We observe that while (stech) holds for any rate M 17%, the attached coeflicient is very large
with small p and strong rates are not effective except at high cardinality; (optim) is slightly
above (stech), and both of them show considerable discrepancy with the exact truncation
error, verifying Stechkin inequality is not sharp. Estimate (6.14), on the other hand, is
close to the true value, even with ¢ large. Besides, the actual minimum cardinality for
the estimate to hold is shown more optimistic than those proven in theory: M, ~ 1 for
€ =4.0, M, ~ 10 for ¢ = 1.0 and M, ~ 103 for ¢ = 0.3. For comparison, from Figure 2,
the theoretical values are 102, 103 and 10° respectively. Also notice that (N)Y/N ~ N/e,
(optim) and (6.14) are similar, except for the rate adjusting parameters. While 1/(1 4 £)'/V
in (6.14) can be close to 1,  is bounded by (e—1)/e ~ 0.65, resulting in the best convergence

1/N
attainable by (optim) approximately M exp (—0.65 (%) )
We consider next the problem of finding a tight upper bounds of

error := sup ||u(y) — Z toy” ,
yel veA V(D)

assuming u(z) is a holomorphic function in an open neighborhood of the polydisc O, with

p1=...=pny >1 VN. We note that (6.14) holds here, since the exponential decay (6.13)

occurs (see Section 3.3), with \; = log p; =: A, Vi. An isotropic estimate introduced in [6],
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Estimate of E e~ (vt 2rstde)
vEAy

--(stech): p = 2/3 (Monte-Carlo rate)
---(stech): p=1/8
(stech): p=1/20
10710 -(stech): p=1/35
—(stech): p=1/50
—(optim): £ = (e—1)/e
—(5.2): e=10.3
---(5.2): e=1.0
- (5.2): £ = 4.0
107150 —Exact calculation ) . \
10° 10° 10" 10° 10°
M
Figure 4: A comparison of our error estimate in computing the series

S e e Wtret2rstava) wigh those resulting from some previous approaches.

when applied to this error, gives

AN
error < (1 — e M%) Nexp <2 log (1 —¢) N\/M> , (optim-b)
e
where € = ezl ( — %). This bound is obtained based on an optimization of a Stechkin-

type estimation, also presented in [6],
error < (1 — e M2)"NM—1/P(1 — ¢ PN2)=N/p, (stech-b)

for p > 0. Another nice result due to [4, 6], employing complex analysis technique, proves

error <

N+J

foer( 7

> , which implies

1
1 &P (—)\(MN!)I/N) (complex)

error <

in asymptotic regime.

Figure 5 plots estimate (6.14) and the upper bounds listed above in case A = 1 and
N = 8 (corresponding to sequence (P.3) in Section 4). The exact truncation error in com-
puting the series ) . exp(—3_%_, 1) is also shown. It is interesting to see the (optim-b)
curve is almost tangent to the (stech-b) lines, elucidating that (optim-b) is obtained by
an optimization of (stech-b). Again, estimate (6.14) exhibits a much better approximation
of the exact truncation error than (stech-b) and (optim-b). It should, however, be noted
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that (optim-b) is proved to hold with relatively small cardinalities (M > 1.09"), which
are not covered by our analysis. The best convergence rate here is given by (complex).
The advantage of (complex) lies in the fact that unlike other approaches, it seeks to ap-

proximate the remainder of Taylor series Hu(y) = veny, tv¥” v directly without using

triangle inequality. Figure 5 shows a discrepancy between (complex) and exact calculation
of > cs exp(—Z?Z1 v;), revealing triangle inequality is not sharp in all cases. We are,
unfortunately, not aware of an extension of (complex) outside the isotropic setting.

—_
o
©

—_

O‘
n
o

(y) - Z tuyyHV(D)
velAy

= 10
%‘E --(stech- b) p =2/3 (Monte-Carlo rate)
Zhe (stech-b): p=1/5
5 --(stech-b): p =1/12
s 10‘60 —(stech-b): p =1/16
5 — (optim-b)
=} — (complex)
3 —(5.2): e =0.3
< 10*30 -(5.2): E:l.o
5 (5.2): ¢ = 4.0 .
& —Exact calculation of Z exp(— Zz/;)
] 1071 | véhu i1 ‘
0 5 10 15
10 10 v 10 10

Figure 5: A comparison of our error estimate with those resulting from some previous
approaches in an isotropic setting.

7. Concluding remarks. We present a new approach for analyzing the convergence of
quasi-optimal Taylor and Legendre approximations for parameterized PDEs with deter-
ministic and stochastic coefficients. The advantage of our analysis framework, which is
demonstrated through several theoretical examples herein, includes its applicability to a
general class of quasi-optimal polynomial approximations and the sharp estimates of their
asymptotic errors. This work is restricted to linear elliptic equations with input coefficients
depending affinely on the parameter. We expect similar results to hold in different settings
with finite parametric dimension, particularly nonlinear elliptic PDEs, initial value prob-
lems and parabolic equations [12,22,23,25], as our analysis only depends on the polynomial
coefficient estimates.

Developing algorithms for identifying quasi-optimal subspaces is the next natural and
essential step. Two potential types of procedures for building the subspaces corresponding
to sharp estimates of the coefficients ¢, includes a priori and a posteriori approaches. In
the first approach, the estimates for ¢, are derived a priori using knowledge on the input
coefficient a(z,y). Analytical studies reveal that if the complex continuation of a(z,vy) is
an analytic function in CV then a theoretical decaying rate p=" of ¢, (with p = (pi)i<i<n
representing the size of certain N-dimensional complex domains where real part of a(x, y) is
bounded away from 0) can be proved. The exploration of polynomial subspaces thus reduces
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to the specification of such domains (or p in particular), which is expectedly significantly
less computational demanding. Recent study [6] for a priori constructed Total Degree
subspace found that while the theoretical estimates were not sharp, they could still provide
good prediction on the anisotropy of the index sets. However, in practice, most analytical
coefficient bounds lead to subspaces much more complicated than Total Degree and the
determination of p in several cases is nontrivial, see [6,12-14]. It is important to develop,
implement and test of effectiveness of a priori algorithms in such settings.

Research on a posteriori procedures may be pursued in three directions. The first
strategy finds the quasi-optimal index set using the theoretical coefficient estimates, but
with p determined sharply in an a posteriori manner (by exact calculation of the decaying
rate of ¢, in each direction i, i = 1,..., N), instead of a priori (by the definition of a(z,y)
as in above). The second strategy adaptively builds nested sequence (Aps)ar>0 of quasi-
optimal index sets Ap; at a cost that scales linearly in #(Ays). Given Ays, we construct
Apr41 by enriching Ajps with the most effective indices v in its neighborhood (denoted by
M(Ayxr)), which results in the best residual reduction. The third strategy first evaluates
u(y) on certain finite subset of I" and then constructs the quasi-optimal subspace based on
estimates of coefficients ¢, = [ u(y) ¥, (y)dy using non-intrusive methods, e.g., Monte-
Carlo, collocation. We expect the exploration cost for this approach, mostly coming from
the evaluation of u(y), to be a fraction of cost for computing the solution.

Finally, the development of quasi-optimal methods for another class of polynomial ap-
proximation: non-intrusive interpolation or collocation methods, is an important problem
to study. These methods are practical and convenient in that they allow the use of legacy,
black-box deterministic numerical solver and the simultaneous approximation of parame-
terized solutions can be considered as a modular post-processing step. With observation
that the accuracy of the interpolation operator 7, ,, is dictated by the inequality

lu—Za,, [U]HLOO(F) < (L4 La,,) UEiI?/fM [ — UHL‘”(F)

< (1 + LA]\/{) Hu - uAMHLOO(F) ’

where IL,, denotes the Lebesgue constant, we expect that the interpolation schemes in
the quasi-optimal subspaces recover the convergence rates described in this work. However,
to construct a non-intrusive hierarchical interpolant, two difficult challenges need to be ad-
dressed. First, the number of interpolation points needs to remain equal to the dimension of
the polynomial space, thus, they must be nested and increase linearly. Second, to guarantee
the accuracy of Zy,,[u], the Lebesgue constant must grow slowly with respect to the total
number of collocation points, and we will need to explore the selections of abscissas which
optimize this growth.

Acknowledgements. The authors wish to graciously thank Prof. Ronald DeVore for his
interested in our work, his patience in discussing the analysis of ”best M-term” approxima-
tions, and his tremendously helpful insights into the theoretical developments we pursued
in this paper.

This material is based upon work supported in part by the U.S. Air Force of Scientific
Research under grant number 1854-V521-12 and by the U.S. Department of Energy, Of-
fice of Science, Office of Advanced Scientific Computing Research, Applied Mathematics

Copyright © by ORNL. Unauthorized reproduction of this article is prohibited.



ORNL/TM-2014/468: H. Tran, C. G. Webster and G. Zhang 41

program under contract and award numbers ERKJ259 and ERKJE45; and by the Labora-
tory Directed Research and Development program at the Oak Ridge National Laboratory,
which is operated by UT-Battelle, LLC., for the U.S. Department of Energy under Contract
DE-AC05-000R22725.

REFERENCES

[1] M. ABRAMOWITZ AND I. STEGUN, Handbook of Mathematical Functions, with Formulas,
Graphs, and Mathematical Tables, Dover, New York, 1965.

[2] 1. BABUSKA, F. NOBILE, AND R. TEMPONE, A stochastic collocation method for elliptic partial
differential equation with random input data, STAM J. Numer. Anal., 45 (2007), pp. 1005
1034.

[3] I. BABUSKA, R. TEMPONE, AND G. ZOURARIS, Galerkin finite element approximations of
stochastic elliptic partial differential equations, STAM J. Numer. Anal., 42 (2004), pp. 800
825.

[4] T. BaGBY, L. Bos, AND N. LEVENBERG, Multivariate simultaneous approzimation, Constr.
Approx., 18 (2002), pp. 569-577.

[5] V. BaLponi, N. BERLINE, J. DELOERA, B. DUuTRA, M. KOPPE, S. MOREINIS, G. PINTO,
M. VERGNE, AND J. WU, A user’s guide for LattE integrale v1.7.1. software package
LattE is available at http://www.math.ucdavis.edu/~latte/, 2013.

[6] J. BECK, F. NOBILE, L. TAMELLINI, AND R. TEMPONE, Convergence of quasi-optimal stochas-
tic galerkin methods for a class of pdes with random coefficients, Computers and Mathe-
matics with Applications, 67 (2014), pp. 732-751.

[7] J. BECK, R. TEMPONE, F. NOBILE, AND L. TAMELLNI, On the optimal polynomial approxi-
mation of stochastic pdes by galerkin and collocation methods, Math. Models and Methods
Appl. Sci., 22 (2012).

[8] M. BECK AND S. ROBINS, Computing the Continuous Discretely: Integer-Point Enumeration
in Polyhedra, Springer, 2007.

[9] M. BIERI, R. ANDREEV, AND C. SCHWAB, Sparse tensor discretization of elliptic spdes, STAM
J. Sci. Comput., 31 (2009), pp. 4281-4304.

[10] A. BUFFA, Y. MADAY, A. PATERA, C. PRUD’HOMME, AND G. TURINICI, 4 priori convergence
of the greedy algorithm for the parametrized reduced basis method, ESAIM: Mathematical
Modelling and Numerical Analysis, 46 (2012), pp. 595-603.

[11] A. CHKIFA, A. COHEN, R. DEVORE, AND C. SCHWAB, Sparse adaptive taylor approzima-
tion algorithms for parametric and stochastic elliptic pdes, Modél. Math. Anal. Numér., 47
(2013), pp. 253-280.

[12] A. CukIFA, A. COHEN, AND C. SCHWAB, Breaking the curse of dimensionality in sparse
polynomial approximation of parametric pdes, J. Math. Pures Appl., (2014), p. accepted.

[13] A. CoHEN, R. DEVORE, AND C. SCHWAB, Convergence rates of best n-term galerkin approz-
imations for a class of elliptic spdes, Found Comput Math, 10 (2010), pp. 615-646.

[14] ——, Analytic regularity and polynomial approzimation of parametric and stochastic elliptic
pdes, Analysis and Applications, 9 (2011), pp. 11-47.

[15] J. DELOERA, R. HEMMECKE, J. TAUZER, AND R. YOSHIDA, Effective lattice point counting
in rational convex polytopes, Journal of Symbolic Computation, 38 (2004), pp. 1273-1302.

[16] R. DEVORE, Nonlinear approximation, Acta. Numer, 7 (1998), pp. 51-150.

[17] A. ELBERT AND A. LAFORGIA, On some properties of the gamma function, Proc. Amer. Math.
Soc., 128 (2000), pp. 2667-2673.

Copyright © by ORNL. Unauthorized reproduction of this article is prohibited.



ORNL/TM-2014/468: H. Tran, C. G. Webster and G. Zhang 42

[18]

[21]

[22]

G. S. FisuMAN, Monte Carlo: Concepts, Algorithms, and Applications, Springer Ser. Oper.
Res., Springer-Verlag, New York, 1996.

O. FRINK, Jordan measure and riemann integration, Ann. of Math., 34 (1933), pp. 518-526.

R. GHANEM AND P. SPANOS, Stochastic finite elements: a spectral approach, Springer-Verlag,
New York, 1991.

P. GRUBER, Convezr and Discrete Geometry, Springer Grundlehren der mathematischen Wis-
senschaften, 2007.

M. HANSEN AND C. SCHWAB, Analytic reqularity and nonlinear approximation of a class of
parametric semilinear elliptic pdes, Math. Nachr., 286 (2013), pp. 832-860.

[23] ——, Sparse adaptive approzimation of high dimensional parametric initial value problems,

Vietnam Journal of Mathematics, 41 (2013), pp. 181-215.
M. HERVE, Analyticity in infinite-dimensional spaces, De Gruyter, Berlin, 1989.
V. H. HoAaNG AND C. SCHWAB, Sparse tensor galerkin discretizations for parametric and

random parabolic pdes - analytic reqularity and generalized polynomial chaos approximation,
SIAM J. Mathematical Analysis, 45 (2013), pp. 3050-3083.

L. LEWIN, Polylogarithms and Associated Functions, New York: North-Holland, 1981.
, ed., Structural Properties of Polylogarithms, Providence, RI: Amer. Math. Soc., 1991.

M. LOEVE, Probability theory. I, vol. 45 of Graduate Texts in Mathematics, Springer-Verlag,
New York, 4th ed., 1977.

[29] ——, Probability theory. II, vol. 46 of Graduate Texts in Mathematics, Springer-Verlag, New

[30]
[31]
[32]
[33]
[34]
[35]

[36]

York, 4th ed., 1978.
R. MiLANI, A. QUARTERONI, AND G. R0ZzA, Reduced basis methods in linear elasticity with
many parameters, Comp. Meth. Appl. Mech. Engg., 197 (2008), pp. 4812-4829.

E. NEUMAN, Inequalities and bounds for the incomplete gamma function, Results. Math., 63
(2013), pp. 1209-1214.

F. NoBILE, R. TEMPONE, AND C. WEBSTER, A sparse grid stochastic collocation method for
elliptic partial differential equations with random input data, STAM J. Numer. Anal., 46
(2008), pp. 2309-2345.

R. STANLEY, Enumerative Combinatorics, vol. I, Cambridge, 1997.

T. TAo, An introduction to measure theory, vol. 126 of Graduate Studies in Mathematics,
American Mathematical Society, 2011.

R. Topor AND C. SCHWAB, Convergence rates of sparse chaos approximations of elliptic
problems with stochastic coefficients, IMA J. Numer. Anal., 27 (2007), pp. 232-261.

N. WIENER, The homogeneous chaos, Amer. J. Math., 60 (1938), pp. 897-936.

% OAK RIDGE NATIONAL LABORATORY

MANAGED BY UT-BATTELLE FOR THE DEPARTMENT OF ENERGY

Copyright © by ORNL. Unauthorized reproduction of this article is prohibited.



