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Abstract

We first demonstrate the parallel performance of the dynamical
core of a spectral element atmospheric model. The model uses contin-
uous Galerkin spectral elements to discretize the surface of the Earth,
coupled with finite differences in the radial direction. Results are pre-
sented from two distributed memory, mesh interconnect supercom-
puters (ASCI Red and BlueGene/L), using a two-dimensional space
filling curve domain decomposition. Better than 80% parallel effi-
ciency is obtained for fixed grids on up to 8938 processors. These
runs represent the largest processor counts ever achieved for a geo-
physical application. They show that the upcoming Red Storm and
BlueGene/L supercomputers are well suited for performing global at-
mospheric simulations with a 10km average grid spacing. We then
demonstrate the accuracy of the method by performing a full 3D mesh
refinement convergence study, using the primitive equations to model
breaking Rossby waves on the polar vortex. Due to the excellent par-
allel performance, the model is run at several resolutions up to 36km
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with 200 levels using only modest computing resources. Isosurfaces
of scaled potential vorticity (PV) exhibit complex dynamical features,
e.g., a primary PV tongue, and a secondary instability causing roll-up
into a ring of five smaller sub-vortices. As the resolution is increased,
these features are shown to converge while PV gradients steepen.

1 Introduction

The spectral element method is a finite element method in which a high
degree spectral method is used within each element. The method provides
spectral accuracy while retaining both parallel efficiency and the geometric
flexibility of unstructured finite elements grids. The method has proven
accurate and efficient for a wide variety of geophysical problems, including

and planetary scale seismology (?7). The method has unsurpassed parallel
performance; it was used for earthquake modeling by the 2003 Gordon Bell
Best Performance winner, running on 1944 CPUs of the Earth Simulator (?)
and for climate modeling by a 2002 Gordon Bell Award honorable mention,
running on 2048 processors of an IBM SP (7).

In this work we focus on a spectral element atmospheric climate model.
The model is a prototype dynamical core for the Community Atmospheric
Model (CAM) component of the Community Climate System Model (CCSM).
The CCSM simulates the total earth system, coupling together atmosphere,
ocean, sea ice and land surface models. The CAM consists of a dynamical
core based on the hydrostatic primitive equations, coupled to sub-grid scale
models of physical processes such as boundary layer turbulence, moist con-
vection and the effects of clouds on the radiative forcing (??). We describe
our model in Section 2 and then in Section 3 we document its parallel perfor-
mance on very large processor counts. We use these results to demonstrate
the ability of two upcoming parallel computers to run the spectral element
model at a global resolution of 10km. This is an important long term goal of
DOE’s climate modeling program (7). In Section 4, we use the polar vortex
problem to perform a high resolution mesh convergence study of the model.
The ability to run at the resolutions necessary to start to achieve convergence
were made possible by the parallel performance of the model.



2 Spectral Element Dynamical Cores

Our spectral element dynamical core solves the primitive equations using
a hybrid 7 pressure vertical coordinate system (?), using the continuous
Galerkin spectral element discretization for the horizontal directions (the
surface of the sphere), and second order finite differences in the vertical
direction (??). The spectral element method relies on quadrilateral elements.
We use a subdivided inscribed cube to generate quasi-isotropic tilings of
the sphere with such elements. An example mesh is shown in Fig. 1. To
characterize the horizontal resolution of these meshes, let M be the total
number of elements and N be the number of polynomials in each direction
used within each element. In the figure, M = 384. The spectral transforms
performed within each element rely on an N x N grid and thus the total
horizontal resolution is specified by N x N x M. The number of nodes along
the equator is given by 4(M/6)'/2N, and the average equatorial grid spacing
in kilometers is given by 2.45 x 10*M~1/2 N1,

Using a spectral element discretization on the sphere has several advan-
tages for global climate modeling. First of all, handling the spherical ge-
ometry presents no problem since the sphere can be tiled with quadrilateral
elements of approximately the same size, thus avoiding clustering points at
the poles. Secondly, by using a local coordinate system within each element,
the singularities associated with spherical coordinates can also be avoided.
Additionally, for climate applications, the method can obtain the accuracy
of traditional spherical harmonics based models with only a slight increase
in the number of degrees of freedom (77?).

In what follows we present results from two models, SEAM and HOMME.
SEAM is a spectral element atmospheric model research code (7). Most of
the algorithms in SEAM have been reimplemented in NCAR’s High Order
Multi-scale Modeling Environment (HOMME). HOMME adds modern soft-
ware engineering practices in addition to many new features and algorithms,
including advanced time stepping, discontinuous Galerkin, adaptive mesh
refinement and several domain decomposition strategies (?777). Here we
only use the simplest form of HOMME: explicit time stepping, a continuous
Galerkin treatment of the prognostic variables and quasi-isotropic conform-
ing element meshes. In this form, the numerical results of HOMME and
SEAM are indistinguishable.



3 Parallel Scalability

Spectral element methods are well suited to modern cache-based parallel
computers for several reasons. First, the basic data structure in the method,
the spectral element, is naturally cache blocked. Secondly, due to the O(N?)
cost of the spectral transforms, the method has a very low ratio of commu-
nication to computation. Finally, the spectral element discretization allows
for efficient two-dimensional domain decomposition strategies.

We demonstrate this performance by presenting results for HOMME run-
ning on the IBM BlueGene/L (up to 7776 processors) and ASCI Red (up to
8938 processors). We use vertical resolutions from 20 to 100 levels, and hor-
izontal resolutions from 156km down to 10km. All cases use N = 8. For the
benchmark problem, we use timings from HOMME configured to run the
Held-Suarez test (7). The Held-Suarez tests were designed to allow for the
intercomparison of the climate produced by different atmospheric dynamical
cores. Results from SEAM and HOMME have been previously reported (?7).

The Held-Suarez tests are also useful for benchmarking since they rep-
resent the entire dynamical core of an atmospheric model such as CAM.
Only the physics components (sub-grid scale models of physical processes)
in CAM are not represented. CAM physics is column based, meaning the
calculations are performed using only data from the vertical column associ-
ated with each element. Using an element based domain decomposition, all
the column physics will be performed on processor and require no additional
communication. Thus the addition of physics can only improve the parallel
scalability of the dynamical core; however, the single processor performance
will be affected by the single processor performance of the column physics
models. One other difference between CAM and the Held-Suarez tests which
can effect parallel performance is that CAM contains additional constituents
which must be advected by the dynamical core. These prognostic variables
will have an identical parallel behavior as the prognostic variable for tem-
perature, and thus they are represented in the Held-Suarez test but going
from one such variable to many such variables will result in a proportional
increase in the required CPU time.

These factors show that the time-to-solution from a Held-Suarez test
problem can provide a reasonable estimate of the time-to-solution for a full
climate simulation. For a given resolution, adding column physics and addi-
tional constituents may actually increase the parallel scalability of the model
and the number of floating point operations per second. The time-to-solution



will increase, but in the worst case only proportional to the complexity of
the column physics and number of additional constituents. In typical climate
simulations, this increase is a factor in the range of 1.2 to 2.

3.1 Cache Blocking

The elements in the spectral element method provide a natural cache block-
ing. By way of example, consider the 64 bit data storage requirement for a
typical 8 x 8 element with 20 vertical levels requires only 10 Kbytes of cache
per variable. One hundred such 3-D variables will fit into a typical 1 Mbyte
data cache. If the data is stored in memory so as to avoid cache conflicts,
then all the computations performed within an element can be done entirely
in cache. This blocking is independent of resolution since we can increase
the resolution by simply using more elements. This situation is unlike codes
optimized for vector architecture, where the natural block size and data ac-
cess patterns grow with resolution. Thus a spectral element model maintains
good performance even at high resolutions.

3.2 Domain decomposition

The most natural way to parallelize the spectral element method is to sim-
ply assign several elements to each processor. Each element only needs in-
formation from adjacent elements, so the domain decomposition reduces to
a standard graph partitioning problem. To solve this problem, we use an
algorithm based on space filling curves (7).

The resulting communication patterns are similar to finite difference/finite
element methods which parallelize with the same type of domain decompo-
sition. Thus the parallel efficiency of this method would be similar to these
other methods, except for the fact that the spectral element method involves
computing high order derivatives using spectral transforms instead of low
order stencils. These computationally intensive transforms are performed
within each element and are localized to each processor thus requiring no
communication. The result is that for a wide range of problem sizes, num-
ber of processors, and computer architectures, the parallel efficiency remains
above 80%, for parallel decompositions as fine as two elements per proces-
sor, and reasonable efficiency is obtained at the finest decomposition of one
element per processor.



Resolution | Processors | GFLOPS | Simulated days per day
156km /261 384 13 1600

40km /50L 6144 181 154

20km /70L 8192 265 18
9.8km/100L 8936 294 1.5

Table 1: HOMME dynamical core (dry dynamics) benchmark runs on ASCI-
Red

3.3 HOMME on ASCI Red

We first present results from the ASCI-Red computer at Sandia National
Laboratories. ASCI-Red was the first of DOE’s Advanced Strategic Com-
puting Initiative (ASCI) machines. It has 4510 nodes in a mesh interconnect,
each with two 333 MHz Pentium II processors. In Fig. 2, we present the total
MFLOPS obtained per processor at several resolutions and processor counts.
Each curve represents a fixed resolution, so that the the total amount of work
was kept constant while the processor count was increased. Data for two res-
olutions includes parallel decompositions as fine as one element per processor.
As can be seen in the figure, all resolutions achieve good scalability - better
than 80% in all cases. In this range the performance fluctuates between 30
and 40 MFLOPS per processor. The best performance obtained for each
resolution, along with the integration rate is given in Table 1.

ASCI Red is of interest because of Cray’s upcoming Red Storm archi-
tecture. As of this writing, several Red Storm computers are being built
with up to 10,000 Opteron processors running at 2 GHz. Red Storm was
designed to have the same balance between processor performance and inter-
processor communications as ASCI Red, and thus we expect to obtain very
similar scalability results on Red Storm. Initial results show the single pro-
cessor performance of HOMME on a 2 GHz Opteron is better than 600
MFLOPS. Thus with an 80% parallel efficiency, we expect to sustain at least
4.3 TFLOPS on 8936 processors of Red Storm. This is an integration rate
of 22 simulated days per day for a 9.8km/100L resolution.

3.4 HOMME on IBM BlueGene/L

Our benchmark runs for the IBM BlueGene/L system were run on systems
at IBM Watson and Rochester, on up to 7776 processors using one processor



Resolution | Processors | GFLOPS | Simulated days per day
80km /20L 512 117 7200
71km/20L 1944 372 65007
35km /40L 7776 1320 1100

Table 2: HOMME dynamical core benchmark runs on BlueGene/L. The run
denoted by a t included one prognostic moisture variable.

per node and only using one of the floating-point pipelines. BlueGene/L uses
a toroidal interconnect and PowerPC processors. Sustained MFLOPS per
processor are shown in Fig. 3, for several resolutions and processor counts.
Each curve represents a fixed resolution, so that the the total amount of
work was kept constant while the processor count was increased. Data for
two resolutions includes parallel decompositions as fine as one element per
processor. The best performance obtained for each resolution, along with the
integration rate is given in Table 2.

BlueGene/L is of interest since IBM intends to build some very large
systems, with over 64,000 processors. Noting that the performance on the dry
dynamics problem is around 250 MFLOPS per processor even when running
with as few as 2 elements per processor, we can estimate a performance
at 9.8km/100L on 49152 processors (2 elements per processor) to be 9.8
TFLOPS, thus allowing an integration rate of 50 simulated days per day.

4 The Polar Vortex

The stratospheric polar vortex is bounded by strong potential-vorticity gra-
dients which isolate polar air from lower latitudes. A phenomenon of major
atmospheric-research importance is the eventual mixing of these air masses,
when the vortex is distorted by breaking planetary-scale Rossby waves. This
was the focus of 7. In addition to that study and those referenced therein, the
importance of this phenomenon is underscored by a number of recent studies
of its various aspects, in various journals. ? studied the positive feedbacks in-
volving ozone destruction and other phenomena that may delay polar-vortex
breakdown and enhance spring ozone loss. ? provided objective diagnos-
tics of characteristic winter polar-vortex displacements towards Europe or
Canada, linked to transient dynamically induced ozone mini-holes. Plane-
tary Rossby-wave refraction was found by ? to link stratospheric polar-vortex



strength to tropospheric annular-mode variability. ? evaluated the crucial
choice of boundaries for computing material transport across the polar-vortex
edge. Finally, ? found that an “unusually strong upper stratospheric vortex
...caused enhancements” of NOy that led to “reductions in O3 of more than
60% in some cases”.

All these authors also cite numerous other examples of this topic’s im-
portance. Here we document a minimally complex model for the numerical
simulation of polar-vortex breakdown based on that presented in 7, and then
present results from SEAM for several different resolutions up to 36km with
200 levels.

4.1 Initial Condition

Following 7, our initial model state consists of a gradient-flow balanced
axisymmetric-vortex: at time ¢ = 0, as a function of longitude A, co-latitude
 and pressure p, let the horizontal wind vector

u(, p,p) = u’(p,p) = aoQou’ (p, p)i,

the isobaric velocity w(\, ¢, p) = 0, the surface pressure pg.(), ) = 10%Pa,
the temperature

az? oY

T(\ =T° =T, — -
(X, ¢, p) (o,p) =Tp R, Oy

and the geopotential

D\, 0, p) = gozp + ag %P (0, p),

where ag, €2y and gy are the earth’s radius, angular frequency and gravity, i
is the longitudinal unit vector, Ty = goHo/ Ry = 239.14K is the isotherm for
a scale height Hy = Tkm, Ry is the dry-air gas constant and z, = Hy In py./p
is log-pressure height. The nonlinear gradient-flow balance is

ov°

90 = — (2,u + v’ tan go) u®,

where 1 = sin ¢, so the complete initial state only depends on the dimen-
. . 0 . 1 0
sionless velocity component u°, assuming ffl O (p, p)du = 0.



Let us now describe the initial profile as a function of (¢, p). Observing
equatorward from ¢ = /2, we assume the absolute vorticity

_ Ou cos ¢

(=2-—5, (1)
is initially positive, almost constant until the vortex-edge latitude ¢, = 60°,
where it decreases rapidly over a zone of width Ay = 6°, then again nearly
constant until the surf-zone edge s = 35°, followed by cubic-sine decrease
to zero at the equator, and solid-body rotation for ¢ < 0. We impose u? = 0,
where subscript z denotes evaluation at ¢ = ¢, = 37° and any p. The
equatorward progression just described is controlled by four vertical-structure
coefficients ¢, (p) to be determined:

r'(p)er +ca, ps < p,
(e, p) =< 2pez — dpdes, 0< p < p, (2)
2Mp, <0,

where the step-like function

1 _
+ = tanh (3)

, 1

the specific absolute angular momentum from (1)

1
M(p,p) =1 — p* +ucosp = / C(u)dp, (4)
o

subscript e denotes evaluation at the equator ¢ = 0, subscripts s and v
denote evaluation at ¢ and ¢y, and Ap = Ap cos . The coefficients ¢, (p)
are determined as follows. From (2,4) one has

—r(p)er + (1= pea,  ps < g,
M°(p,p) = § MO — piPcy + pites, 0 < p < ps, (5)
(1 - M2)M£v H <0,

where by (3) the hyperbolic ramp-like function

K’ -1 A — 1-—
r(p) = /1 r(p)du' = 'LLT + 7“ (lncosh MA:V — In cosh A;V) :
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Since @, > @, > s we may immediately solve a linear system to obtain
MBTZ — MSTV
(L= )y — (1= p)ry
= [(1— po)ez — MJry!
Ensuring p-continuity of (2,5) leads to another linear system with solution

:M;4<MO_MSO) 2” :us

[¢]

cs = (205) ¢ + 2pca.

Cy =

s

Observing that

M) =1—p;
and
M? = —rge; + (1 — pg)co,
it only remains to define agQoul = —20ms™! in order to get M? from (4),
and then

v = (L4 2/ 210p) g
in order to get M? from (4), Where Ztop 18 the model height. Finally, (4,5)
vields u®(¢, p), as shown in Fig. 4a.

The initial scaled-potential-vorticity (II) profile is shown in Fig. 4b. 11 =
P(T,¢)/P(Ty, 2€), where

ovd Ou d
PTQ) = (sl in = S = ) o)

approximates the Ertel potential vorticity in isobaric coordinates, 6(p,T) =
(po/p)fo/e»T is the potential temperature and py = 10°Pa. In fact II thus
defined is identically the SPV of 7, section 3.

4.2 Time-dependent forcing at the bottom

The model is forced by setting ® at the surface for all time equal to
D ax COS A (sin ggo)Q (1 — e*t/T) . 40°< p< 80°,

0, otherwise,

(I)SfC()‘v ()07 t) - {

with decay time 7 = 3d and amplitude ®,,,, = go x 800m. The forcing peaks
at ¢ = 60° = ¢,, and increases monotonically in time. The effect is to
instigate upward-propagating Rossby waves.
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4.3 Sponge layer at the top

Depending on zp, spurious reflection may be prevented by adding the fol-
lowing sponge-layer forcing near the model top, which amounts to Rayleigh
damping of u and Newton damping of 7"

d(u, T

WD W= w10 -7, (6)

ot sl
where the damping coefficient
1 Zp — Z
a =t h P > S O
V= 2+2an Az %l < Ztops (7)

O, Zsl Z Ztop

25l = 271<zsl + ztop)a Az

%(zmp — zq) and zg = 45km.

4.4 Results

Using SEAM, we were able to carry out the polar-vortex simulation at several
resolutions, up to 36km with 200 levels. The highest resolution required a2 10°
time steps on ~ 10® collocation points in ~ 2 wall-clock days on 256 IBM SP
RS/6000 processors. The II isosurfaces from that run are shown in in Fig. 5.
They indicate the complex dynamical features of the polar vortex: a primary
IT “tongue,” succumbing to a secondary instability, leading to a roll-up into
a ring of five or six smaller sub-vortices.

We look at the convergence question systematically, as shown in Fig. 6. It
appears that at moderate horizontal resolution of 156km, some additional 11
structure is resolved in increasing from 50 to 100 levels (Fig. 6a-b), but not as
much, from 100 to 200 levels (Fig. 6b-c). At the higher horizontal resolution
of 70km, the sub-vortices are much better resolved for 100 levels, with little
change at 200 levels (Fig. 6d-f). Increasing the horizontal resolution to 36km
at 200 levels (Fig. 6g) produces mainly small and qualitative changes, and
only in the details, not in the overall simulation. The problem appears to
have converged w.r.t. horizontal and vertical resolution.

The precise dissipation and filtering were different for all runs, but for each
run were empirically minimized while sufficient to stabilize the simulation.
That is, we attempt to investigate the inviscid limit. This differs from other
convergence studies in which dissipation and filtering are fixed, and only
resolution is varied.
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To investigate convergence under mesh refinement more systematically,
we consider an the isentropic [I-tongue-tip position diagnostic. This may be
quantified as the point Xpa.x(f,t) of maximum angular change 5(x) of the
IT = 1 contour in stereographic projection coordinates

(8)

sin A

x = tan(r /4 — ¢/2) { cos A ] |

The diagnostic involves computing the L tangent vectors t; along the L
points of each contour:

X5, jzla
Xj-1, Jj=L+1,

where As; = 511 — s;. From the t; one computes the angular change

B(x;) = arccos t; - tj11 < B(Xmax(0, 1)), 9)

where a = a/|a|. This is illustrated in Fig. 7.

The area A(6,t) enclosed by values II > 1 evolves with a qualitatively
similar pattern as resolution is increased, as shown in Fig. 8. This is a good
measure of vortex erosion, as discussed in further detail by 7. We estimated
A(0,t) by summing over northern-hemisphere points with II(X, p,0,¢) > 1:

N, Ny—1
27 - 21, TN, o, 0,8) > 1
AO,t) = — Asin ¢ ’ P ’ 10
( ) N)‘ mzl o ; {07 H<)\l790m797t> S 17 ( )

where \; = (2N, ' — D), ¢, = (2N,) " imr and ¢}, = @, (m=1,---N,),
2()0m — ¥Pm-1 (m = th + 1)

As an indication of convergence as resolution is increased, the ratio

S$36km/ S70km — 1

S70km/ S156km — 1

for s = A(6,t) stayed below 0.35 for all § in Fig. 8, averaged over ¢ € [0, 12]d,
and was usually much smaller.
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5 Discussion

The spectral element method is known to perform well on parallel computers.
This performance is maintained for a spectral element atmospheric model on
very large, previously unattained, processor counts. The parallel efficiency
remains between 70-80%, for parallel decompositions as fine as one element
per processor and for all problem sizes and processor counts. These results
give evidence that the massively parallel systems being built now (IBM’s
BlueGene/L and Cray’s Red Storm ) will be able to sustain between 4-10
TFLOPS of performance, allowing one to run 10km global atmospheric sim-
ulations at a rate of 22-50 simulated days per day. This establishes a perfor-
mance level for atmospheric modeling competitive with that obtained using
the specialized vector supercomputer architectures of the Japanese Earth
Simulator. On that machine, the AFES (Atmospheric model for the Earth
Simulator) obtained 27 TFLOPS of performance and an integration rate of
57 simulated days per day (?). AFES uses a global spectral model for its
dynamical core, and thus requires more flops to achieve similar integration
rates.

The parallel performance of the spectral element method allowed us to
conduct a mesh convergence study using a polar vortex model problem. This
problem is the focus of much recent research. It has a complex unstable
evolution dominated by strong potential-vorticity gradients. Only at high
resolution (36km and 200 vertical levels) does evidence for mesh convergence
of large scale features start to become apparent.
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Figure 4: Initial state profiles vs latitude ¢ (°, abscissa). (a) Zonal-wind
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Figure 5: Isosurfaces of scaled potential vorticity II=1 for the 36km run.
Horizontal coordinates have been stereographically projected (8), and there
are 22 vertical levels 6, = 10%7T, exp(2.5lf;/ 2). View is towards stereo-
graphic origin and #; =524K, from A=110°W, elevation 40°. Top plane
shows contours of II > 1 on f =1530K. Times (a) ¢ = 13d, (b-f) t €

{16,---20}d.
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Figure 6: Stereographic projection in the the = 1500K surface of II(A, ¢)
contours from —0.3 to 1.3 by 0.1, at t =20d. Values below 0.2 are dark gray
and above 0.8 are white. Resolutions (a) 156km/50L, (b) 156km/100L, (c)
156km/200L; (d-f) as in (a-c) but for 70km; (g) as in (f) but for 36km.
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Figure 7: II=1 contours, for ¢ € {5,7,9,11}d (light gray to black).
Diamonds indicate Xmax(0,f) (Eq. 9). (a-d) Descending levels 6§ =
3000, 2500, 2000, 1500K for 156km resolution. (e-h) As (a-d) but for 70km.
(i-1) As (a-d) but for 36km.
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Figure 8: Horizontal vortex-area A(6,t) (10) vs ¢ (d, abscissa) for (a) 6 =
3000, (b) 2500, (c) 2000, (d) 1500K. Resolutions are 156km/50L (light gray),
70km/100L (gray) and 36km/200L (dark gray).



