Summary of PERC activity

· Tools:- PAPI, SvPablo, DynInst API, ROSE, SIGMA++. Also TAU, Vampir. 

· Benchmarks:- Discipline-specific, kernel, low-level (MAPS, PMB)

· Applications:- PETSc, 8 application codes derived from basic sciences.

· Employing knowledge discovery and data mining techniques in analyzing trace data and building models for performance predictions or doing on-the-fly analysis of performance data (ongoing) --- Refer to Jeff Vetter’s papers
· Performance Modeling

· Snavely’s work (ongoing)

· Metrics and Models for Reordering Transformations (ongoing)

· Machine learning techniques for predicting performance of parallel applications across large parameter spaces, such as architectural configurations, parallelism or even application input. Initial results, using cache miss rates as the prediction target have shown encouraging results (ongoing) 

· Queuing network models to initially model homogeneous Linux-based clusters and subsequently extend to clusters with nodes of varying processing capabilities (ongoing)

· Implemented methods for either interpolating or directly measuring the expected memory performance of real loops, namely loops that are not all random or all stride 1, but some mixture of these as well as other strides (ongoing)

· Performance Analysis

· PAPI Version 3, a complete rewrite of PAPI, released (done)

· Extend PAPI for monitoring off-processor counters such as those found on memory chips, network switches, and network interface cards (ongoing)

· Pattern recognition techniques for converting raw performance data into performance bottleneck information in KOJAK

· Stratified population sampling techniques (performance measurement by sampling behavior of few tasks), system reliability, temperature and power consumption studies (to detect potential failures) in SvPablo (ongoing)

· Improvements to KOJAK, ROSE, SIGMA, mpiP, PBT (ongoing)

· Automated performance tuning in ATLAS, Active Harmony (ongoing)

· Tool Evaluation

· Evaluation of developed tools and methodologies by applying them on SciDAC appln codes to assess strengths and weaknesses (ongoing)

· Analysis, modeling and optimization of scientific codes on different machines (along the lines of Adolfy Hoisie’s work at LANL) (ongoing)  

· Performance evaluation of different machine architectures (like Cray X1, SGI Altix etc.) (ongoing)

