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Current HPC Standards 

Image Source:  http://www3.ntu.edu.sg/home/ehchua/programming/java/images/Construct_Sequential.png Image Source:  http://www.cs.wustl.edu/~jain/cse567-11/ftp/multcore/fig1.png 

Software: Sequential Language +   
      MPI 

Hardware: Multi-Core NUMA  
       Architectures 
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Compatible Programming Paradigm 
• Partitioned Global Address Space (PGAS) 

– Some Languages: Fortress, X10, Chapel 

Image Source: http://www.pnl.gov/science/images/highlights/computing/arrays.jpg 

Global View of Data 

Image Source: https://computing.llnl.gov/tutorials/parallel_comp/images/distributions.gif 

Data Distributions 

Image Source: http://chapel.cray.com/tutorials/Bergen/SC12-5-Locales.pdf 

Locality for Data Movement 
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Mechanism for Transitioning Codes 

• Global View Directives 
– Data Distributions 
– Processor Groups and Arrangements 
– Data Movement 
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Data Distributions 

• BLOCK, CYCLIC, BLOCK-
CYCLIC 

• Directive: data_map 
• Clauses: 

– local_data 
– global_domain 
– distribution 
– expand 
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Processor Groups 

• Directive: group 
• Clauses: name, processors 
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Processor Arrangements 

• Directive: arrange_processors 
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Data Movement 

• Global forall loops 
– Directive: forall 
– Clauses: index_var, domain, expression 

• Global updates 
– Directive: update 
– Clauses: update_domain, update_mirror, on 
– Translated to OpenSHMEM  

Global forall example: 
#pragma global  forall  index_var(i, j) \ 
 domain(global_a) expression(global_a[i][j] = i+j) 

Global update example: 
#pragma global update update_domain(global_c) on(MASTER) 
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Preliminary Experiment: 
Jacobi Algorithm 

Expressing Block Distribution & 
2D Grid 

Global update to stencil ghost 
cells 
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Jacobi Overhead 

• C+MPI overhead ~3.7x greater that directive 



11 Managed by UT-Battelle 
 for the U.S. Department of Energy 

Jacobi Communication 

• Directive translated using OpenSHMEM strided put 
• ~2x average speedup using directive update 
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Preliminary Experiment:  
Matrix Multiply 
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Matrix Multiply Overhead 
• Directives provide several orders of magnitude overhead 

performance speedup 
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Matrix Multiply Communication 

• update translated to OpenSHMEM put & barrier 
synchronization 

• ~2.5x average speedup using update 
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Wrap Up 

• Expand directive representation of PGAS language 
constructs 

• Develop experiments with larger applications  

Looking Forward 

• Have an initial set of global view directives 
• Preliminary experiments show promising results 
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Questions? 
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