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All ten of the warmest years have occurred since 1997, with 2010 and 
2005 effectively tied for the warmest year on record in all three prod-
ucts. However, uncertainties on individual annual values are sufficient-
ly large that the ten warmest years are statistically indistinguishable 
from one another. The global-mean trends are significant for all data 
sets and multi-decadal periods considered in Table 2.7. Using Had-
CRUT4 and its uncertainty estimates, the warming from 1850–1900 to 
1986–2005 (reference period for the modelling chapters and Annex I) 
is 0.61 [0.55 to 0.67] °C (90% confidence interval), and the warming 
from 1850–1900 to 2003–2012 (the most recent decade) is 0.78 [0.72 
to 0.85] °C (Supplementary Material 2.SM.4.3.3). 

Differences between data sets are much smaller than both interannual 
variability and the long-term trend (Figure 2.20). Since 1901 almost the 
whole globe has experienced surface warming (Figure 2.21). Warming 
has not been linear; most warming occurred in two periods: around 
1900 to around 1940 and around 1970 onwards (Figure 2.22. Shorter 
periods are noisier and so proportionately less of the sampled globe 
exhibits statistically significant trends at the grid box level (Figure 
2.22). The two periods of global mean warming exhibit very distinct 
spatial signatures. The early 20th century warming was largely a NH 
mid- to high-latitude phenomenon, whereas the more recent warm-
ing is more global in nature. These distinctions may yield important 
information as to causes (Chapter 10). Differences between data sets 
are larger in earlier periods (Figures 2.19, 2.20), particularly prior to 
the 1950s when observational sampling is much more geographically 
incomplete (and many of the well sampled areas may have been glob-
ally unrepresentative (Brönnimann, 2009)), data errors and subsequent 
methodological impacts are larger (Thompson et al., 2008), and differ-
ent ways of accounting for data void regions are more important (Vose 
et al., 2005b). 

Table 2.7 |  Same as Table 2.4, but for global mean surface temperature (GMST) over five common periods. 

Data Set
Trends in °C per decade

1880–2012 1901–2012 1901–1950 1951–2012 1979–2012
HadCRUT4 (Morice et al., 2012) 0.062 ± 0.012 0.075 ± 0.013 0.107 ± 0.026 0.106 ± 0.027 0.155 ± 0.033

NCDC MLOST (Vose et al., 2012b) 0.064 ± 0.015 0.081 ± 0.013 0.097 ± 0.040 0.118 ± 0.021 0.151 ± 0.037

GISS (Hansen et al., 2010) 0.065 ± 0.015 0.083 ± 0.013 0.090 ± 0.034 0.124 ± 0.020 0.161 ± 0.033
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Figure 2.20 |  Annual global mean surface temperature (GMST) anomalies relative to a 
1961–1990 climatology from the latest version of the three combined land-surface air 
temperature (LSAT) and sea surface temperature (SST) data sets (HadCRUT4, GISS and 
NCDC MLOST). Published data set uncertainties are not included for reasons discussed 
in Box 2.1.

Figure 2.21 |  Trends in surface temperature from the three data sets of Figure 2.20 
for 1901–2012. White areas indicate incomplete or missing data. Trends have been 
calculated only for those grid boxes with greater than 70% complete records and more 
than 20% data availability in first and last decile of the period. Black plus signs (+) 
indicate grid boxes where trends are significant (i.e., a trend of zero lies outside the 90% 
confidence interval). Differences in coverage primarily reflect the degree of interpolation 
to account for data void regions undertaken by the data set providers ranging from none 
beyond grid box averaging (HadCRUT4) to substantial (GISS).

Much interest has focussed on the period since 1998 and an observed 
reduction in warming trend, most marked in NH winter (Cohen et al., 
2012). Various investigators have pointed out the limitations of such 
short-term trend analysis in the presence of auto-correlated series var-
iability and that several other similar length phases of no warming 
exist in all the observational records and in climate model simulations 

Source: IPCC AR5 (Climate Change: The Physical Basis) 
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Much interest has focussed on the period since 1998 and an observed 
reduction in warming trend, most marked in NH winter (Cohen et al., 
2012). Various investigators have pointed out the limitations of such 
short-term trend analysis in the presence of auto-correlated series var-
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1. Introduction

Though weather and climate extremes can have
negative effects on society and ecosystems in many
obvious ways (floods, droughts, damaging high winds,
extreme heat, and cold, etc.), for some systems in some
areas, extreme events are beneficial. Bird breeding in
wetlands in the arid zone of Australia may only occur
after, say, a one in 5-yr rainfall event (i.e., the biota
could be poorer without sporadic extreme rainfall
events and perhaps even better off with more of them).
The record warm and unusually dry winter in the
northern United States resulting from the influence of
El Niño 1997–98 brought major gains in reduced en-
ergy costs ($5.6 billion), record retail and home sales
($5 billion), and a reduction of about 800 lives nor-
mally lost to winter conditions. Conversely, losses
in the southern and western states amounted to over
$4 billion with 200 lives lost due to storm activity.
Parts of the northwest coast of Australia receive most
of their rainfall from sporadically occurring tropical
cyclones, and even human systems (e.g., water stor-
age) would be damaged without them. Therefore, we
need a comprehensive understanding not only of what
has happened and what may happen with changes in
weather and climate extremes, but also what those
changes could mean in a variety of different contexts
in human and natural systems.

2. Defining changes of extremes

To understand how changes in weather and climate
extremes could influence society and ecosystems, it
is useful first to conceptually address how such ex-
tremes could change in a statistical sense. Figure 1
presents a typical distribution of a climate variable that
is normally distributed, such as temperature. The solid
curve represents the present-day frequency distribu-
tion of a weather phenomenon (such as the daily maxi-
mum temperature). Shading indicates the extreme
parts of the distribution, representing events in the tails
of the distribution that occur infrequently (i.e., values
that are far from the mean or median value of the dis-
tribution). If there is a simple shift of the distribution
in a future climate, there will be an increase in extreme
events on one end and a decrease at the other (Fig. 1a).
This can occur through a change of the mean where,
for example, if the temperature at a location warms by
a certain amount, this will almost certainly produce an
increase in the number of extreme hot days and a de-

FIG. 1. Schematic diagram depicting how changes in mean and
variance can affect extreme weather and climate events.

Source: Meehl et al. (2000) 
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Extremes: Trends in Temperature 

Trends in Mean Temperature: (1979-2005) 

Observational and modeling studies suggest that there has been a detectable increase in regional surface
temperature and precipitation extremes over the past century [e.g., Christidis et al., 2011; Brown et al., 2008;
Mahajan et al., 2012b]. Here we assess the nonstationarity of surface temperature extremes in MERRA data
and the T85_4 simulations as a linear trend (a) in l, following earlier studies [Christidis et al., 2011; Brown
et al., 2008; Coles, 2001]. Figure 15 shows a for MERRA reanalysis and the ensemble mean of a for the T85_4
AMIP integrations for the boreal summer. The null hypotheses that a is not significantly different from zero
is tested based on a two-tailed Student’s t test, and the regions where the null hypothesis is rejected at the
95% confidence level are hatched. While the positive trend in surface temperature extremes is simulated in
T85_4 over most of the regions where MERRA data show significant positive trends, the model fails to

a.

b.

MERRA

CAM4-T85 

Linear trend in Location Parameter (K/yr)

Figure 15. Linear trends in surface temperature extremes. Linear trend (a) in the location parameter (l) of the Generalized Extreme Value
(GEV) distribution fit to the annual maximum daily land surface temperatures at each grid point in the boreal summer season for (a)
MERRA reanalysis data set interpolated to the T85_4 output grid for the period 1980–2011. (b) Same as (a) but for the ensemble mean of
(a) for the T85_4 simulation of the period 1979–2005. Regions with statistically significant trends at the 95% confidence level based on a
two-tailed Student’s t test are hatched.

Journal of Advances in Modeling Earth Systems 10.1002/2014MS000329

EVANS ET AL. VC 2014. The Authors. 919

Trends in Extremes: (1979-2005) 

Linear Trend in Surface Temperature (K/decade)

Observations 

CAM4-T85  

CAM4-FV1  

a.

b.

c.

Figure 13. Linear trends in land surface temperature response for (a) observations, (b) T85_4 ensemble mean, and (c) FV_4 ensemble
mean for the period 1979–2005. Regions with statistically significant trends at the 95% confidence level based on a two-tailed Student’s t
test are hatched.

Journal of Advances in Modeling Earth Systems 10.1002/2014MS000329

EVANS ET AL. VC 2014. The Authors. 917
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Figure 13. Linear trends in land surface temperature response for (a) observations, (b) T85_4 ensemble mean, and (c) FV_4 ensemble
mean for the period 1979–2005. Regions with statistically significant trends at the 95% confidence level based on a two-tailed Student’s t
test are hatched.

Journal of Advances in Modeling Earth Systems 10.1002/2014MS000329

EVANS ET AL. VC 2014. The Authors. 917

Evans et al. (2014) 



Precipitation Response to Warming 
¤  Clausius-Clapeyron Equation: 

 

¤  Increase in atmospheric water vapor: 7% per K 

a 20% increase in es. Given the size of this increase, it
is important to understand which aspects of the climate
response are tightly coupled to the increase in es and
which are not. We discuss the increase in column-
integrated water vapor, the decrease in convective mass
fluxes, the increase in horizontal moisture transport,
the associated enhancement of the pattern of evapora-
tion minus precipitation and its temporal variance, and
the decrease in horizontal sensible heat fluxes in the
extratropics (in steady state), all of which are robust
responses to the increase in temperature and es.

2. Column-integrated water vapor

Before turning to the coupled model results, we show
in Fig. 1 a time series of the ocean-only tropical-mean
column-integrated water vapor based on microwave
satellite measurements from the Scanning Multichannel
Microwave Radiometer (SMMR; Wentz and Francis
1992) and the Special Sensor Microwave Imager (SSM/I;
Wentz 1997). Also shown is the corresponding simu-
lated time series, using a version of the AM2/LM2 de-
veloped at the Geophysical Fluid Dynamics Laboratory
(GFDL Global Atmospheric Model Development
Team 2004). No external parameters or forcing agents
are changing in time, except for the lower boundary
condition, which is the observed sea surface tempera-
tures (and sea ice). The quality of the agreement is
consistent with a very tight relation between sea surface

temperatures and integrated water vapor (Wentz and
Schabel 2000; Trenberth et al. 2005). Interannual vari-
ability, dominated by ENSO events and the longer-
term trend, is captured with some fidelity.

It is well known that climate models tend to maintain
a fixed tropospheric relative humidity as they warm.
The modest changes in relative humidity that the mod-
els do generate are worthy of study, but they are too
small to substantially modify the increase in column-
integrated vapor resulting from the increase in satura-
tion vapor pressure. The data in Fig. 1 do not raise any
concerns in this regard, over the tropical oceans at least.

It is perhaps worth emphasizing that column-
integrated vapor is dominated by the lower tropo-
sphere, whereas infrared water vapor feedback is domi-
nated by the upper tropical troposphere (see Held and
Soden 2000). Our focus here is not on water vapor
feedback nor on climate sensitivity but on the hydro-
logical response given a lower-tropospheric tempera-
ture change.

Using the PCMDI/AR4 archive we examine the
change in climate in the A1B scenario between the first
20 yr and the last 20 yr of the twenty-first century. We
consider only one realization from each of 20 models
(listed in Table 1). Figure 2a shows the globally aver-
aged total column water vapor plotted against the glob-
al-mean surface air temperature increase. Not surpris-
ingly, climate models obey CC scaling fairly closely. A
linear fit has a slope that is slightly greater than what
one would expect from CC scaling with global-mean
surface air temperature.

Figure 2c shows the results obtained from the 20C3M
simulations of the years 1860–2000, using the difference
between the first 20 yr and the last 20 yr of the twen-
tieth century. The result is nearly identical to that ob-
tained from the twenty-first-century projections, with
CC scaling fitting the results quite well. The larger
spread in the temperature responses in this figure is in
part a consequence of a larger contribution from noise
as compared to the smaller forced response. The fact
that the correlation is nearly as tight as in the twenty-
first-century integrations suggests that temperature
fluctuations generated internally are also accompanied
by CC scaled water vapor fluctuations, consistent with
the GFDL AM2/LM2 results in Fig. 1 on shorter time
scales.

3. The global-mean hydrological cycle

It is important that the global-mean precipitation or
evaporation, commonly referred to as the strength of
the hydrological cycle, does not scale with Clausius–
Clapeyron (see also Betts 1998; Boer 1993; Trenberth

FIG. 1. A time series of the tropical-mean (30°N–30°S), ocean-
only column-integrated water vapor from satellite observations
(dashed) and GFDL GCM simulations with prescribed SST
(solid). The satellite observations for 1979–84 are from the
SMMR (Wentz and Francis 1992) and for 1987–2004 are from the
SMM/I (Wentz 1997). The mean seasonal cycle is removed from
both the observations and model simulations, and the SMMR
anomalies are adjusted such that their mean equals that of the
model for their overlapping time period (1980–84). All time series
are smoothed using a 3-month running mean.

1 NOVEMBER 2006 H E L D A N D S O D E N 5687

Time Series of globally 
averaged ocean-only 
column integrated water 
vapor anomalies: Held and 
Soden (2006) 

d ln es
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Precipitation Data 

¤  Long-term high density observations exists for only parts of the world  

¤  Long Historical Data only reliable after large spatial aggregation: 
¤  to reduce error due to poor sampling 

 

[10] Performance of an objective analysis technique dif-
fers in generating analyzed fields of precipitation with
different spatial structures sampled by different observation
networks. The objective technique to be selected here needs
to be capable of defining daily precipitation analyses with
reliable quality over the global land regions for all seasons
and from gauge data from networks of highly variable
station densities. None of the above mentioned studies has
thoroughly addressed these issues for applications of global
daily precipitation. In particular, the sensitivity of the gauge
analysis quality to the gauge network density is largely
unknown, despite the critical importance of that character-
istic for reliable gauge interpolation over the global land
areas where mean station-to-station distance may vary from
!30 km over CONUS to !500 km over tropical Africa. In
this paper, we will describe a comprehensive assessment of
the performance for the three objective algorithms for
interpolating daily precipitation over the global land areas.
Section 2 describes the three objective techniques to be
examined and the gauge data to be interpolated; section 3
presents results of an inter-comparison of the precipitation
analyses generated by the different algorithms, cross-
validation tests and the gauge network density impact

experiments, while a summary of the results is given in
section 4.

2. Algorithms and Gauge Data
2.1. The Objective Analysis Techniques to be
Examined

[11] The three objective analysis techniques to be exam-
ined in this study are the inverse-distance weighting meth-
ods of Cressman [1959] and Shepard [1968], and the
Optimal Interpolation (OI) algorithm of Gandin [1965].
They were selected because of their operational applications
at CPC and for their wide utilization for analyzing obser-
vation fields by many institutions around the world.
[12] In the method of Cressman [1959], a ‘‘first-guess’’

field of interpolated values at the target grid points is first
defined. The first-guess field is then corrected by the
weighted mean of the differences between the observations
and the interpolated values at gauge locations within a
predetermined search distance from the target grid point.
This process is repeated four times, with decreasing search
distance. The search distances for the four reiterations are
adjusted for gauge networks of different density and for

Figure 1. Distribution of precipitation (mm day"1) for 5 January 2005, defined by interpolating station
observations through the algorithms of (a) Cressman [1959], (b) Shepard [1968], and (c) the optimal
interpolation (OI) of Gandin [1965], together with (d) number of gauge reports available in a 1.0!lat/lon
grid box.

D04110 CHEN ET AL.: OBJECTIVE ALGORITHM ASSESSMENT

3 of 13

D04110

Gauge density in 1 degree grid 
boxes in 2005. Source: Chen et al. 
(2007) 



Precipitation 

¤  Delta function at zero 

¤  Skewed 

¤  Typically modeled by exponential, gamma or  log-
normal distribution. 

¤  Spatial correlation 

¤  Non-stationary? 

cause differing estimates of the mean and the variability of

monthly precipitation (New et al. 2001). The Hulme grid-
ded data-set is created by weighted averaging of station

data within a grid box. The weights are assigned based on

the area the station represents. The Dai data-set on the
other hand estimates precipitation at grid point centers

from station data using an inverse distance weighting

scheme, where the weights to station data are assigned

based on its distance from a grid box center. Our results
above, where we see a weaker trend in heavy precipita-

tion in the Dai dataset, suggest that the interpolation

scheme used for the creation of the Dai dataset probably
leads to a lower variability in heavy precipitation as

compared to the Hulme data-set. Identification of the

exact causes of the difference in the heavy precipitation
events of the two data-sets requires an in-depth study, not

pursued here.

5.3 GCM integrations: 20th century

Each of the 20 different GCM integrations of the twentieth
century are analyzed in exactly the same manner as

described in Sect. 5.1, except that instead of using the

Hulme data-set, data from each of the GCM integrations
are used as independent realizations of the Earth’s climate,

with the bootstrap confidence intervals evaluated for each

Fig. 4 Probability Density Functions (PDFs) of monthly precipita-
tion over the 9 climate regions in the US from the Hulme
observational data (black) for the 20th century for the Monte Carlo
tests. The gray lines are the PDFs of various synthetic data
realizations from the multivariate log-normal distribution model of
precipitaion over the US based on the Hulme data-set
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Fig. 5 Same as Fig. 1, but the 500 realizations are generated from the
multivariate log-normal model of precipitation over the US and the
95% confidence limit simulation envelope is evaluated using these
realizations
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Fig. 6 Same as Fig. 2, but for the Dai data-set

S. Mahajan et al.: Statistical significance of trends
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PDF of monthly Precipitation 
(Mahajan et al. 2011) 



Non-stationary Precipitation Extremes 

¤  Long term trends (~100 yrs) 

¤  Fixed regional domains 

¤  Parametric: 
¤  Monthly precipitation 

¤  Allow for spatial correlation 

¤  Assume log-normal distribution of precipitation 

¤  Threshold for extremes: 90 percentile 

¤  Bootstrapping to establish confidence intervals: 

¤  Random sampling from the distribution 

¤  Non-parametric: 
¤  Random sampling from the observed data 

control the statistics of precipitation, indicating that GCM

simulations can be used as a proxy for stochastic realiza-
tions of the climate system. A comparison of observational

data over the last century and climate models indicates that

the variation of precipitation in the current climate system
cannot be attributed to anthropogenic forcings alone

(Lambert et al. 2004). However, climate model projection

studies suggest that intense precipitation would be on the
rise as global temperatures increase due to increased green

house gas forcings in the future (Meehl et al. 2000a, b;
Cubasch et al. 2001; Zwiers and Kharin 1998; Kharin and

Zwiers 2000). In this study, we analyze various coupled

GCM simulations of the twentieth century and the twenty-
first century for trends in monthly heavy precipitation and

seek their statistical significance using our bootstrap Monte

Carlo techniques.
The rest of the paper is divided into the following sec-

tions. Section 2 briefly describes non-parametric and

parametric methods for the Monte Carlo tests and the
multi-variate nature of the problem. In Sect. 3, we define

the monthly heavy precipitation as related to our study.

Section 4 outlines the data-sets used in the analysis of
monthly heavy precipitation. In the first part of Sect. 5, we

present results from the observational data. And, in the

second part, we report on results from the analysis of GCM
simulations of the twentieth century and projections of the

twenty-first century. Finally, we summarize our results in

Sect. 6.

2 Bootstrapping methods

To perform a Monte-Carlo significance test on the trends in

monthly heavy precipitation over the US, we generate
numerous realizations (typically 500 in this study) of pre-

cipitation over the contiguous US. To realistically generate

realizations it is essential to capture the probability distri-
bution of precipitation, and its spatial and temporal struc-

ture. In accordance with Groisman et al. (2005), we are

interested in the heavy precipitation over large spatial and
temporal scales. The contiguous US is broadly divided into

9 climate regions based on the consistency of climate

within them (Karl and Koscielny 1982) as shown in Fig. 1.
We use this division of the US for our analysis, i.e we

spatially average precipitation within each of these 9 cli-

mate regions. In addition to this spatial averaging, we also
perform temporal averaging by considering monthly pre-

cipitation. It is found that for all the climate regions, the

total monthly precipitation is approximately temporally
independent once the annual cycle is removed. So, we can

assume temporal independence while generating realiza-

tions. We still however, have to account for the spatial
structure and other statistical properties of precipitation.

To check if there is significant spatial correlation

between the monthly precipitation of the nine climate
regions, we perform a log-likelihood ratio test (Mardia

et al. 1979, 137–138) under the null hypothesis that there is

no correlation between the nine climate regions. The test
statistic is given by:

!n0 log j R j ð1Þ

where, n0 ¼ nð2pþ 11Þ=6; j R j is the determinant of the
sample correlation matrix, n is the length of data and p is

the number of variables (climate regions). For p (=9)

variables, this test statistic has an asymptotic chi-square
distribution with p(p - 1)/2 (=36) degrees of freedom. We

find that the correlation between the nine climate regions is

statistically significant at the 95% level for all the different
observational data-sets and GCM integrations considered

in this study.

2.1 Non-parametric approach

Non-parametric bootstrapping essentially involves ran-
domly reshuffling with replacement of the available time-

series data to generate new realizations. Since we are just

rearranging the time-series we keep the statistical nature of
precipitation intact. To maintain the original spatial cor-

relation, we reshuffle all the 9 time-series in the same

order. This process of reshuffling is repeated 500 times to
generate different realizations. Reshuffling does not pre-

serve temporal correlation. But, as stated before, monthly

precipitation averaged over climate regions is found to be
essentially temporally independent.

2.2 Parametric approach

Parametric bootstrapping requires the assumption of the
probability distribution structure of precipitation. Precipi-

tation has a mixed probability distribution which is a

Fig. 1 The 9 Climate regions of contiguous US. (Courtesy: http://www.
cpc.noaa.gov/products/analysis_monitoring/regional_monitoring)
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Climate Regions of US. 
(Source: NOAA CPC) 



Non-stationary Precipitation Extremes 

¤  Positive trends observed over the past century 

¤  Significant trends in climate model projections of the 21st 
century 

observed. Integrations were analyzed for the twenty-first

century for the same five GCMs as in the twentieth

century. 11 of the 14 integrations demonstrate significant
upward trends in monthly heavy precipitation in the

twenty-first century. Figure 9 shows the trends in heavy

precipitation of one such realization from CCSM. Table 1
summarizes the results obtained from all the GCM inte-

grations of the twenty-first century. A strong signal is thus

projected in the future associated with anthropogenic
forcings, which is consistent with the IPCC assessment

that increases in heavy precipitation are very likely in the

twenty-first century. Surprisingly, 2 of the 14 integrations,
both GFDL runs, display downward trends even in the

twenty-first century when the greenhouse gas forcing

signal is strong.
The upward trend in the US EPI in the twenty-first

century simulations in most of the models is also reflected

in the individual climate regions. Most of the model

simulations of the twenty-first century show a significant
upward trend in monthly heavy precipitation in each of

the 9 climate regions. Even the regions that showed a

downward trend in the twentieth century simulations,
show an upward trend in the twenty-first century runs.

The one HadCM3 model run of the twenty-first century

that does not show a significant upward trend in the US
EPI, demonstrates upward trends, though not prominent,

in the individual regions. Note that this model showed a
declining trend in the US EPI when simulations of the

twentieth century were analyzed, but simulation of the

twenty-first century does show a substantial, though not
significant, upwards trend, signaling the strengthening

anthropogenic forcing response.

The changing nature of heavy precipitation is associ-
ated with changes in mean state and the variability. To

explore the possible reasons for the surprising downward

trends in the GFDL simulations of the twenty-first cen-
tury, we compute the mean and variance of monthly

precipitation averaged over the US for each of the mod-

els, averaged over all ensemble members, in both the
twentieth century and the twenty-first century. Figure 10

shows the mean and variance of monthly precipitation of

the 5 GCMs. A slight increase in mean monthly precip-
itation in the twenty-first century is seen in all the models,

except for the GFDL and Hadley model, which show a

small decrease. However, there is a substantial increase in
the variance of monthly precipitation over the US in all

the GCMs, including the GFDL and Hadley models, in

the twenty-first century as compared to the twentieth
century. A change in the variance has a larger effect on

the frequency of heavy events than a change in the mean

of the same magnitude (Katz and Brown 1992; Meehl
et al. 2000b). An increase in the variance implies that

there is a greater spread of the probability distribution

function, resulting in an increase in the frequency of
extremes. Quantile-quantile plots of twenty-first century

model runs against their respective twentieth century

model runs also indicate a thickening right-tail of pre-
cipitation in the twenty-first century in most of the

regions for all models. The presence of downward trends

in monthly heavy precipitation in the twenty-first century
GFDL runs, in-spite of an increase in the variance of

precipitation, thus highlights the stochastic fluctuations

and sampling issues associated with the extremes of
precipitation, which possibly overshadows the anthropo-

genic green house gas forcing signal. This also under-

scores the necessity of using an ensemble of climate
projections. It is quite possible that an upward trend will

be seen if more realizations from the GFDL model are

considered, as the variance of precipitation increases in
the twenty-first century integrations.
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Fig. 8 Same as Fig. 2, but for a typical GCM integration of the
twentieth century (CCSM)
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Fig. 9 Same as Fig. 2, but for a typical GCM integration of the
twenty-first century (CCSM)
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cause differing estimates of the mean and the variability of

monthly precipitation (New et al. 2001). The Hulme grid-
ded data-set is created by weighted averaging of station

data within a grid box. The weights are assigned based on

the area the station represents. The Dai data-set on the
other hand estimates precipitation at grid point centers

from station data using an inverse distance weighting

scheme, where the weights to station data are assigned

based on its distance from a grid box center. Our results
above, where we see a weaker trend in heavy precipita-

tion in the Dai dataset, suggest that the interpolation

scheme used for the creation of the Dai dataset probably
leads to a lower variability in heavy precipitation as

compared to the Hulme data-set. Identification of the

exact causes of the difference in the heavy precipitation
events of the two data-sets requires an in-depth study, not

pursued here.

5.3 GCM integrations: 20th century

Each of the 20 different GCM integrations of the twentieth
century are analyzed in exactly the same manner as

described in Sect. 5.1, except that instead of using the

Hulme data-set, data from each of the GCM integrations
are used as independent realizations of the Earth’s climate,

with the bootstrap confidence intervals evaluated for each

Fig. 4 Probability Density Functions (PDFs) of monthly precipita-
tion over the 9 climate regions in the US from the Hulme
observational data (black) for the 20th century for the Monte Carlo
tests. The gray lines are the PDFs of various synthetic data
realizations from the multivariate log-normal distribution model of
precipitaion over the US based on the Hulme data-set
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Fig. 5 Same as Fig. 1, but the 500 realizations are generated from the
multivariate log-normal model of precipitation over the US and the
95% confidence limit simulation envelope is evaluated using these
realizations
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Fig. 6 Same as Fig. 2, but for the Dai data-set
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Biases in CMIP5 models 
b.

c. d.

MERRA Reanalysis

T85 Model T341 Model

99.9 Precentile Precipitation (mm/day)

a. CPC Gauge Analysis

Figure 1: Simulation of precipitation extremes. 99.9 percentile of precipitation for (a) gauge
based analysis (CPC, 0.25�x0.25�) (b) MERRA reanalysis (0.5�x0.67�) (b) a low resolution
(T85, about 1.4�x1.4�) model simulation and (c) a high resolution (T341, about 0.35�x0.35�)
model simulation for the period 1979-2005.

long-standing model biases like the double Inter-Tropical Convergence Zone (ITCZ) over the
tropical Pacific continue to exist in these high-resolution models.

Recent observational studies suggest that there has been a significant increase in regional
surface temperature and precipitation extremes over the past few decades [25, 5, 3, 9], with
some studies formally attributing the changes in climate extremes to anthropogenic activities
[5, 18]. Over the US, recent studies have found evidence of increasing extremes of precipitation
averaged over the whole continental US [17, 15], although not all datasets show significant
trends. Further, multi-model global climate model projections suggest an increasing trend in
future precipitation extremes [17, 20], but with a large regional ensemble spread, particularly
over the tropics.

However, the observed extremes as well as the trend of extreme precipitation over the
past few decades is not well simulated by typical low resolution global climate models [14].
Recent studies suggest that increase in horizontal resolution can also improve simulations of
extreme precipitation over land [24, 23]. As an example, Figure 1 shows the 99.9 percentile
of precipitation, a familiar metric of extremes, for a high-resolution (0.25�x0.25�) gauge based
analysis from the National Oceanic and Atmospheric Administration’s (NOAA) Climate Pre-

Extremes in high resolution global simulations . . . Mahajan et al.

2

¤  Long standing mean biases 
remain 

¤  Biases in precipitation extremes 

¤   Create Better Models: 
¤  Improve and add processes 

¤  Resolve finer features: High 
Resolution 

Mahajan et al. 2014 

b.

c. d.

MERRA Reanalysis

T85 Model T341 Model

99.9 Precentile Precipitation (mm/day)

a. CPC Gauge Analysis

Figure 1: Simulation of precipitation extremes. 99.9 percentile of precipitation for (a) gauge
based analysis (CPC, 0.25�x0.25�) (b) MERRA reanalysis (0.5�x0.67�) (b) a low resolution
(T85, about 1.4�x1.4�) model simulation and (c) a high resolution (T341, about 0.35�x0.35�)
model simulation for the period 1979-2005.

long-standing model biases like the double Inter-Tropical Convergence Zone (ITCZ) over the
tropical Pacific continue to exist in these high-resolution models.

Recent observational studies suggest that there has been a significant increase in regional
surface temperature and precipitation extremes over the past few decades [25, 5, 3, 9], with
some studies formally attributing the changes in climate extremes to anthropogenic activities
[5, 18]. Over the US, recent studies have found evidence of increasing extremes of precipitation
averaged over the whole continental US [17, 15], although not all datasets show significant
trends. Further, multi-model global climate model projections suggest an increasing trend in
future precipitation extremes [17, 20], but with a large regional ensemble spread, particularly
over the tropics.

However, the observed extremes as well as the trend of extreme precipitation over the
past few decades is not well simulated by typical low resolution global climate models [14].
Recent studies suggest that increase in horizontal resolution can also improve simulations of
extreme precipitation over land [24, 23]. As an example, Figure 1 shows the 99.9 percentile
of precipitation, a familiar metric of extremes, for a high-resolution (0.25�x0.25�) gauge based
analysis from the National Oceanic and Atmospheric Administration’s (NOAA) Climate Pre-

Extremes in high resolution global simulations . . . Mahajan et al.
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High Resolution Models 
¤  High resolution (~ 0.25 degrees) climate simulations are becoming common. 

¤  Dedicated projects 
¤  Increase in computational resources 
¤  Long standing mean biases remain, more realism, improvements over orography 

¤  Explore methods to evaluate climate extremes statistics 

b.

c. d.

MERRA Reanalysis

T85 Model T341 Model

99.9 Precentile Precipitation (mm/day)

a. CPC Gauge Analysis



Generalized Extreme Value (GEV) 
Distribution 

¤  Extreme Value Theory: Linearly 
normalized values of the max./min. 
of a process belong to GEV 
irrespective of the distribution of the 
population 

¤  Analogous to central limit theorem: 
sample means belong to normal 
distribution 

G(z) = exp

⇢
�[1 + ⇠(

z � µ

�
)]

�1/⇠

�

Source: Wikipedia - http://en.wikipedia.org/wiki/File:GevDensity.svg#/media/
File:GevDensity.svg 

z : 1 + ⇠(z � µ)/� > 0

defined on: 

where µ, σ and ξ represent the location, scale and shape parameter respectively. 



Stationary and Non-stationary 
Extremes 

¤  Here, Annual Maximum of Daily Precipitation 

¤  Parameters estimated using Maximum Likelihood: 

¤  Maximizes the probability of the occurrence of the 
fitting data 

¤  Parameters ~ multivariate normal distribution 

¤  Return periods can be easily derived 

¤   Non-stationarity in parameters can be introduced, e.g.: 

 
        where, t, is a time index 

 

 

µ = µ0 + ↵t

G(z) = exp

⇢
�[1 + ⇠(

z � µ

�
)]

�1/⇠
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Regionalization Framework 

¤  Quantifying extremes suffers from poor sampling and small datasets. 

¤  Data from surrounding regions can improve sampling, if they have a 
homogeneous climate 

¤  Use a flexible region of influence approach, used in flood assessment 
models 

Daily Precipitation Radar Map for June 1 
2015 (Source: Accuweather.com) 



Regionalization Framework 
¤  Two grid boxes have a homogeneous climate if: 

¤  The distance between them is within the length scale of daily 
precipitation (300km here) 

¤  They have statistically equal means 

¤  They exhibit statistically significant correlation in the daily anomalous 
precipitation time-series  

Serial Correlation in daily precipitation 
between a station and nearby stations. 
Source: Chen et al. (2007) 

inal station observations. While caution is needed when
interpreting the differences, examination of the PDF func-
tions, or histograms, of precipitation intensity provides us
with a qualitative sense of how well the relative intensity of
precipitation events are reproduced in the analyzed fields.
The histograms of daily precipitation at all stations over
global land areas is largely dominated by no-rain events
which has a frequency of occurrence of !70%, while the
probability of daily precipitation greater than 50 mm is
0.6% during the four-month period in 2005 (Figure 5, green
bars). The OI and Shepard techniques capture this feature
quite well. The frequencies for no-rain (rain greater than
50 mm day"1) are 60.6% (0.4%), and 62.6% (0.5%),
respectively, for the analyses generated by the OI (blue
bars) and the Shepard (yellow bars) algorithms. The Cress-
man method (red bars) significantly under-estimates the
frequency of no-rain while over-represents regions with
light rainfall. The frequency of no-rain days is only 32%,
less than half of that of the station observations and the

analyses derived by the OI and Shepard techniques. Mean-
while, the frequency of light rain (R < 1 mm/day) is !3
times as much as those in the observations and the analyses
based on the OI and Shepard techniques.
[26] The performance of the gauge-based analyses is

further investigated in relation to the density of gauge
networks from which station values are reported. For this
purpose, the serial correlation between the daily analyses
and the corresponding gauge observations at each with-
drawn station is calculated for the four selected months
(January, April, July, and October of 2005) of cross-valida-
tion tests. Mean correlation values are then computed for
nine groups of stations that are determined based on the
distance between the target station and the closest stations
from which gauge data are available for interpolation. The
distance to the closest reporting gauge station is a good
index of the gauge network density. Figure 6 presents the
relationship between the correlation and gauge network
density for the Cressman (red), Shepard (yellow) and OI
(blue) techniques. Clearly, the quality of the interpolated
field of daily precipitation improves as the gauge network
becomes denser. Correlation may reach !0.8 if precipitation
reports are available from a station within 20 km, while it
degrades to less than 0.4 if no stations are located within
200 km. Overall, the OI presents better statistics than the
other two techniques, especially over regions with low
gauge density.
[27] The cross-validation results described above corrob-

orate the superiority of the OI technique in analyzing daily
precipitation fields over various regions and for different
seasons. Previous examinations [e.g., Creutin and Obled,
1982; Bussières and Hogg, 1989] have focused on a specific
season and/or regions. In addition, our results also demon-
strate the strong ability of the OI technique in reproducing
the PDF of the precipitation events with high fidelity.

3.3. Impacts of Gauge Network Densities

[28] As described in section 2.2, CONUS is covered by a
very dense network of gauges with about 8000 stations
reporting precipitation daily. Comparisons of the daily
precipitation analyses based on synthetically sparse gauge
densities by using selected subsets of the gauges provides
an opportunity to examine the impacts of varying gauge
density to the quantitative accuracy of the resulting analysis.
Therefore to further quantify the impacts of the gauge
network density on the accuracy of gauge-based analyses
of daily precipitation, cross-validation tests were conducted
for analyses over the CONUS region using only 50%, 20%,
5%, 1%, and 0.5% of all available stations.
[29] First, 10% of the daily precipitation reports were

withdrawn randomly from the full set of gauge observations
and were retained as independent data to verify the quan-
titative accuracy of analyses derived from subsets of the
remaining 90% of gauge reports. In particular, random
subsets of gauges that are composed of 50%, 20%, 10%,
5%, 1% and 0.5% of all available gauge reports were
constructed. The mean station-to-station distance is
!30 km over the CONUS with all data included, while in
a network composed of only 0.5% of all available gauges,
the distance increases to !400 km which is approximately
the same as that over tropical Africa in our combined global
gauge data set. These sub-sampled gauge data are then used

Figure 6. Relationship between the station daily precipita-
tion analysis correlation at a withdrawn station and the
distance from that station to the closest gauge with daily
reports. Correlation between the station reports and the
analyzed values is first computed for each withdrawn
station for the entire cross-validation period of January,
April, July and October of 2005. Mean correlation values
are then defined for nine bins according to the distance to
the closest station. Results for gauge-based analyses using
the Cressman, Shepard, and OI algorithms are plotted in
red, green and blue, respectively.
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Simulations and Data 

¤  NOAA Climate Prediction Center (CPC) Gauge-based 
Unified Daily Precipitation Data: 
¤   Optimally Interpolated to 0.5° resolution globally  (0.25° over 

US). 

¤  NASA MERRA Reanalysis: 0.5°x0.67° 

¤  DOE/NCAR Community Earth System Model (CESM1): 
¤  Community Atmosphere Model (CAM4) 

¤  Low resolution: T85 (~1°) 

¤  High resolution: T341 (~0.25°) 

¤  5 member Ensemble for the period 1979-2005 

¤  Forced with observed ocean and sea-ice conditions 

¤  Forced with observed greenhouse gases, aerosols, ozone 
and solar forcings. 



Workflow 
¤  Establish Region of Influence (ROI) for each grid point 

¤  Compare means 
¤  Correlations 

¤  Pool data from ROI 

¤  Compute Annual Max. from the data pool 

¤  Fit GEV to the the annual max. values for each ensemble 
member for each grid point 

¤  Compute Ensemble average of parameters and their 
standard errors 

¤  Conduct Statistical tests 

¤  T341 Data: >20 Gb for one 25-yr simulation 

¤  Parallel Implementation: Python with mpi4py 



Results: Stationary Extremes 

c. d.

MERRA Reanalysis

T85 Model T341 Model

GEV Location Parameter (mm/day)

a. CPC Gauge Analysis b.

G(z) = exp

⇢
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Results: Stationary Extremes 

c. d.

MERRA Reanalysis

T85 Model T341 Model

GEV Location Parameter (mm/day)

a. CPC Gauge Analysis b.

G(z) = exp
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Results: Non-Stationary Extremes 

c. d.

MERRA Reanalysis

T85 Model T341 Model

a. CPC Gauge Analysis b.

Linear Trend in Location Parameter (_, mm/yr)
G(z) = exp

⇢
�[1 + ⇠(

z � µ

�
)]

�1/⇠
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µ = µ0 + ↵t



Results: Non-Stationary Extremes 

c. d.

MERRA Reanalysis

T85 Model T341 Model

GEV Location Parameter Time Trend (mm/day/yr)

a. CPC Gauge Analysis b.

µ = µ0 + ↵t

G(z) = exp

⇢
�[1 + ⇠(

z � µ

�
)]
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Results: Tele-connections (ENSO) 

c. d.

MERRA Reanalysis

T85 Model T341 Model

GEV Location Parameter ENSO component (mm/day/K)

a. CPC Gauge Analysis b.

G(z) = exp

⇢
�[1 + ⇠(

z � µ

�
)]

�1/⇠
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Application: Ensemble Testing 
¤  Ensembles provide better throughput on HPC machines. 

¤  Traditionally, long simulations (>50 yrs) are integrated to 
quantify atmospheric noise (natural variability). 

¤  Atmosphere – time scales of a few weeks. 

¤  Is a long simulation equivalent to an ensemble of several 
short runs? 

¤  Perturb atmospheric initial conditions within numerical error 

¤  Go beyond climate means for evaluation: Extremes. 

Evolution of Temperature 
(Courtesy: Matt Norman) 



Application: Ensemble Testing 
¤  Short run ensembles do not 

exhibit the variability of 
precipitation extremes in the 
long run 
¤  11% grid points differ 
¤  Should be about 5%  

¤  95% confidence intervals 

¤  Also from bootstrap (conf. 
interval: 3.5-9.5%) 

¤  Hypothesis: Ensembles not really 
independent - Land initial 
conditions add memory. 

GEV Location Parameter (mm/day)

Difference in GEV Location Parameter (mm/day)

100 1-yr Run Ensemble: Precipitation Extremes

Ensemble - Serial run: Precipitation Extremes

a.

b.



Summary 

¤  High-resolution models better simulate stationary precipitation 
extremes. 

¤  Developed a regionalization framework for evaluating climate 
model simulations of climate extremes. 

¤  Parallel implementation for large high-resolution data. 

¤  Observational data do not display non-stationarity (time trends) in 
precipitation extremes over the past 25 years.  

¤  Models replicate the observed lack of non-stationarity. 

¤  Future work: include other indices to evaluate dependence on 
other climate phenomenon like NAO. 
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