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6. PERFORMANCE COMPARISON WITH SHIFT-INVERT ARNOLDI

¢ For non-Hermitian problems, given the same initial eigenvector approximation
z\", our IRQI converges to (A, v) at least twice as quickly as shift-invert Arnoldi,
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1. iterative solution of this linear system mandatory for very large applications

2. preconditioned Krylov subspace solve (A — ol B)Q~! § = B2 often leads to Table 3: /RQI vs. shift-invert Arnoldi for computing one interior eigenpair

4. EQUIVALENCE OF THE INNER SOLVES OF IRQI AND JD

slow progress in eigenvector approximation for a large number of iterations
e Tuning resolves this difficulty

1.Q is a low-rank modification of ) that satisfies Qz = Bz; MVP involving Q™
by Sherman-Morrison-Woodbury formula at minimal extra cost

2. Steady progress in eigenvector approximation as the inner iteration proceeds
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3. ANEW LOCAL CONVERGENCE ANALYSIS OF IRQI

e Known: a fixed inner solve tolerance — at least linear or quadratic local con-
vergence; some decreasing tolerance — quadratic or cubic convergence.

e New: under some assumptions, a small fixed tolerance + Krylov subspace
method with a tuned preconditioner — quadratic or cubic convergence.
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e If both inner solves are done by the full orthogonalization method (FOM) with
a tuned preconditioner QQ, they generate the same sequence of inner iterates.

e Tuning for the inner solves of IRQI implicitly achieves the way JD solves for a
correction to obtain a better eigenvector approximation.

5. A SPECIAL FLEXIBLE GMRES INNER SOLVER FOR IRQI

e With an untuned Q, the initial inner iterate y; = Q~'Bz is usually a poor eigen-
vector approximation (much worse than z).
With a tuned Q, y; = Q 'Bz = 2 =~ v; tuning has no further impact afterwards.

e A flexible GMRES with tuning in the 1st iteration and no tuning in subsequent
iterations: performance similar to GMRES with tuning in every inner iteration;
only one extra vector storage.

¢ Also closely connected to single-vector JD
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* IDR(4) with a tuned preconditioner fails to converge to 7 = 0.1 for thermo_dk(m).
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7. NONLINEAR EIGENVALUE PROBLEMS

e Solve T'(\)v = 0 for (A, v), where T'(-) : Q — C™" is a nonlinear matrix-valued
function; a very recent active research area, with a large variety of applications.

e Tuning also applicable to IRQI for nonlinear eigenvalue problems.

e Local convergence analysis of inexact inverse iteration, IRQI, single-vector JD
and generalized Davidson (GD) method with several different sequences of
Inner solve tolerances.

¢ Possible improved local convergence analysis of IRQI and JD, inspired by the
work shown above for linear problems.

e Study of deflation and restarting techniques for inexact algorithms with sub-
space acceleration, e.g., full JD or the nonlinear Arnoldi method, for computing
several eigenpairs; more robust convergence with random starting vector.



