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Abstract

We propose a new infeasible primal-dual predictor-corrector interior-point method (IPM) with
adaptive criteria for constraint reduction. The algorithm is a modification of one with no constraint
reduction, due to Potra and Sheng (2006). Our algorithm can be applied when the data matrices
are block diagonal. It thus solves as special cases any optimization problem that is linear, convex
quadratic, convex quadratically constrained, or a second-order cone problem.

We verify the validity of the algorithm by proving global convergence. We also prove its polyno-
mial complexity, O(n ln(ε0/ε)) iterations, for a given convergence tolerance ε and an initial residual
ε0. This is the first such complexity result for primal-dual constraint-reduction algorithms for any
class of problems.

The work is documented in Park (2011) and continues DOE-supported work from our research
group cited in the references below.

The importance of constraint-reduction algorithms is in solving problems with very many in-
equality constraints. Such problems arise, for example, in the training of support vector machines,
in optimization problems with partial differential equation constraints, and in relaxations of inte-
ger programming problems such as the maximum binary code problem, the traveling salesperson
problem, and the quadratic assignment problem.
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