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Abstract

Many DOE simulation codes involve discretization of PDEs that lead to highly indefinite and ill-
conditioned linear systems, such as the extended MHD equations in plasma fusion and the Maxwell
equations in accelerator cavity modeling. These codes heavily rely on sparse factorization based
algorithms either as direct solvers or as preconditioners in the iterative solvers. Traditional sparse
factorization algorithms are not scalable in operation count nor in memory. We are developing a
class of novel superfast and memory-efficient sparse factorization methods, which can be used as
general-purpose, robust direct solvers as well as preconditioners. The novelty is to exploit low-
rank structures arising in the intermediate submatrices throughout factorization. In particular,
we use the Hierarchically Semi-separable (HSS) matrices in our representation to enable low-rank
approximations [1]. The new factorization algorithms possess nearly linear complexity in time,
memory and communication for solving both 2D and 3D elliptic PDE problems. The similar
complexity holds when they are used as approximate factorization preconditioners for a wider
class of problems. More importantly, much less data is needed to communicate than conventional
algorithms; this is particularly superior in the extreme scale computing.

The HSS matrix structure is very useful in the development of superfast direct solvers for both
dense and sparse linear systems. For example, it serves as a kernel embedded in a massively parallel
structured Helmholtz solver for large-scale frequency domain wave equation modeling prevailing in
the oil and gas industry. Recently, we designed and implemented highly efficient parallel algorithms
for the key HSS operations that are required in the linear solvers. These include parallel HSS con-
structions, parallel rank-revealing QR factorizations, parallel HSS ULV factorizations, and parallel
HSS solutions. We also designed a specialized HSS-embedded multifronal solver for the standard
stencils on regular meshes and obtained significant speedup and memory saving over the classical
multifrontal solver when applied to the anisotropic Helmholtz equations for seismic imaging. We
were able to solve a linear system with 6.4 billion unknowns using 4096 processors, in less than 20
minutes [2]. The classical multifrontal factorization simply failed due to high demand of memory.

In this talk we will analyze the algorithm scalability and parallel efficiency of the new paral-
lel HSS operations and the HSS-embedded sparse solver, and describe how it can be used as a
preconditioner in a communication-avoiding Krylov solver.
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