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SciIDAC plan — March 24, 2000

= SciDAC -OriginalPlan.pdf - Adobe Acrobat Pro
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“Advances in computing
technologies ... set the stage for
major steps forward in modeling
and simulation.”

“To deliver on this promise,
Increased ‘peak’ computing power

must be translated into increases Scientific Discovery through
. el . . Advanced Computing
In capabilities of scientific

COdeS- Office of Science
“This will only be solved by E et of Energy

Increased investments in
computer software — scientific
codes for simulating physical March 24,2000
phenomena, mathematical
algorithms that underlie these
codes, and system software that
enables the use of high-end
computer systems.”
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Scientific Discovery through Advanced Computing Program

New SciDAC-3 Program is comprised of Institutes & Application Partnerships
“The overall portfolio and management of Institute awards is expected to cover a
significant portion of DOE computational science needs on current and emerging
computational systems.”

SciDAC Institutes SC Application Partnerships

v’ Institutes-aware * Basic Energy Sciences

v Architecture-aware * Biological & Environmental Research

v’ Application-aware * Fusion Energy Sciences

e Management structure * High Energy Physics

O Operating Plan * Nuclear Physics

A successful Partnership will:

* “Exploit leadership class computing resources to advance scientific frontiers ... of
strategic importance to the Office of Science”

o “Effectively link to the intellectual resources ... expertise in algorithms and methods
... scientific software tools ... at one or more SciDAC Institutes”
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SciDAC Institutes Funding Opportunities

Specific goals and objectives for the SciDAC Institutes:
*  Tools and resources for lowering the barriers to effectively use state-of-the-art computational systems;
*  Procedures for taking on computational grand challenges across different science application areas;

*  Procedures for incorporating and demonstrating the value of basic research results from Applied
Mathematics and Computer Science; and

*  Plans for building up and engaging our nation’s computational science research communities.

FY11 Program Funding — Office of Advanced Scientific Computing Research (ASCR)
* Up to $13M/year for 5 years may be available to support between 1 and 5 SciDAC Institutes
e  DOE National Laboratories, Universities, Industry and other organizations may apply

Timeline

* Issued - February 23, 2011

e Letters of Intent (LOI), though not required, are strongly encouraged - March 30, 2011

* Proposal due date — May 2, 2011

*  FY11 Awards for 3 SciDAC Institutes completed — July 2011

O New SciDAC Institutes solicitation for Scientific Data Management, Analysis and Visualization
QO Posted Sep 16; LOIs due Oct 12; Proposals due Nov 9; Awards expected by Dec 31, 2011
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FY11 Awards for SciDAC Institutes

FASTMath — Frameworks, Algorithms, and Scalable Technologies for Mathematics
Collaborations: 4 DOE national laboratories; 1 University

QUEST — Quantification of Uncertainty in Extreme Scale Computations
Collaborations: 2 DOE national laboratories; 4 Universities

SUPER - Institute for Sustained Performance, Energy and Resilience
Collaborations: 4 DOE national laboratories; 7 Universities

FASTMath QUEST SUPER
Director — Lori Diachin, LLNL Director — Habib N. Najm, SNL Director — Robert F. Lucas, USC

Argonne National Laboratory Los Alamos National Laboratory Argonne National Laboratory

Lawrence Berkeley National Lab Sandia National Laboratories* Lawrence Berkeley National Lab

Lawrence Livermore National Lab* Johns Hopkins University Lawrence Livermore National Lab

Sandia National Laboratories Massachusetts Institute of Technology Oak Ridge National Laboratory

Rensselaer Polytechnic Institute University of Southern California University of California at San Diego
University of Texas at Austin University of Maryland

Budget summary: University of North Carolina

37 Institutes - Letters of Intent requesting $217M/year University of Oregon

27 Institutes - Full proposals requesting $141M/year University of Southern California*

20 Institutes reviewed at total of $106M/year University of Tennessee at Knoxville

3 Institutes awarded at total of $10.5M/year University of Utah
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FASTMath — Frameworks, Algorithms, and Scalable Technologies
for Mathematics

Topic areas:

e Structured & unstructured
mesh tools

e Linear & nonlinear
solvers

 Eigensolvers
e Particle methods
« Time integration

 Differential Variational
Inequalities (DVIs)

| FASTMath-overview. pdf - Adobe Acrobat Pro
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FASTMath

Frameworks, Algorithms, and Scalable
Technologies for Mathematics SciDAC Institute

The FASTMath Team
Institute Director:
Lori Diachin, LLNL

Executive Council:
Phil Colella, LBNL
Esmond Ng, LBNL
Andy Salinger, SNL
Mark Shephard, RPI
Barry Smith, ANL

Key Personnel:

Mark Adams, Columbia
Ann Almgren, LBNL
Mihai Anitescu, ANL
John Bell, LBNL

Jim Demmel, Berkeley
Karen Devine, SNL

Milo Dorr, LLNL

Rob Falgout, LLNL

Dan Graves, LBNL

Jeff Hittinger, LLNL
Jonathan Hu, SNL

Ken Jansen, Colorado
Vitus Leung, SNL

sherry Li, LBNL

Peter McCorquodale, LBNL
Lois Mcinnes, ANL
Esmond Ng, LBNL

Todd Munson, ANL

Carl Ollvier-Gooch, UBC
Dan Reynolds, SMU
©Onkar sahni, RPI

Tim Tautges, ANL

Brian Van Straalen, LBNL
carol woodward, LLNL
Chao Yang, LBNL

Ulrike Yang, LLNL

The FASTMath SciDAC Institute will develop and dgploy scalable mathematical
algorithms and sof toois for reli of phy
and will by with DOE domain scientists to ensure the
usefulness and applicability of FASTMath technologies.

As the complexity of computer architectures and the range of physical phenomena that
can be numerically simulated for important DOE applications continue to grow,
application have two iges to overcome. First, they must
continue to improve the quality of their srmulat-ons by increasing accuracy and fidelity of
the solution and improving the robustness and reliability of both their software and their
algorithms. second, they must adapt their computations to make effective use of the

high-end computing fxllmes being acquired by DOE over the next five years. This

will Il y parallelism and implementations that are efficient
on many-/multi-core nodes. The FASTMath ScDAC Institute will help DOE application
scientists address both of these challenges by focusing on the interactions among
algorithms, design, and P architectures. Key to addressing

the first challenge is a thorough understanding of application needs, and the FASTMath
team has a strong and proven track record of doing just this.

FASTMath Topical Areas: FASTMath work is d around the g broad topical

area themes:

=  structured mesh capabilities: block structured adaptive mesh refinement,
embedded boundary methods, particle techniques high -order discretization

® Unstructured mesh capabilities: P mesh
refinement, dynamic partitioning, mesh qualﬂ‘v lmpmvemen! !-gh-ord«
discretization

@ Linear solvers: geometric and algebraic multigrid, domain decomposition, Krylov
iterative tech LU and LU factori

e Nonlinear solvers: Newton based with various line
search and trust region

* Time integrators: implicit/explicit symplecti itiscale, backward
differentiation, generalized linear, differential algebraic equations, errorcontrnl

= Variational ineg y solvers: based active set and oth
methods

= Eigensolvers: Krylov & non-Krylov P P based g

Addressing the C of Next Computing: One of the key challenges

facing the scientific computing community is the shift to multi-/many-core nodes and
million-way parallelism. Thus a pervasive theme in our work is understanding the most
effective ways to implement our algorithms at scale on these architectures, with
particular emphasis on hybrid programming models, architecture-aware partitioning and
data layout techniques, and communication reducing algorithms.
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QUEST - Quantification of Uncertainty in Extreme Scale

Computations

Topic areas:

 Forward uncertainty

propagation

e Reduced stochastic

representation
 Inverse problems

« Experimental design &

model validation
 Fault tolerance

For QUEST and other flyers, see

'i‘ QUEST-overview.pdf - Adobe Acrobat Pro

View Document Comments Forms Tools Advanced Window Help

SciDAC Institute — Prospectus

Quantification of Uncertainty in Extreme Scale Computations

(QUEST)

Habib N. Najm (Director)
Sandi
P.O. Box 96¢

Tel/Fax: (925)

National Laboratories
Livermore, CA 1
154 /2595; honaje@sandia.gov

Habib N. Najm (PI), Bert J. Debusschere, Roger G. Ghanem (PI)
Michael S. Eldred University of Southern California
Sandia National Laboratories ghanemBusc. edu

{bonajm.bjdebus.mseldre}@sandia.gov

David M. Higdon (PI), James R. Cattiker Omar M. Knio (PI)

Los Alamos National Laboratory The Johns Hopkins University
{dhigdon,gatt}@lanl.gov knicQ@jhu.edu

Omar Chattas (PI), Robert Moser, Youssef M. Marzouk (PI)

Emesto Prudencio Massachusctts Institute of Technology

The University of Texas at Austin
omar@ices.utexas.edu,rmoser@mail .utexas.edu
prudenci@ices.utexas.edu

ymarz@nit.edu

QUEST 1s a SciDAC Institute that is focused on uncertainty qu. in large-scale

antification (UQ)

provide modeling, alg

ic computations. Our overarching g
(UQ) expertise, together wi
1 Office of Science project

quantifica software tool

in general—thereby er

application
ge of UQ activitics in their respective

broad ran;

QUEST is a collaboration among six institutio:
development, implementation, and use of UQ
computing (HPC) environ 1 JEST les developers of UQ the
. They have worked in all aspects of the UQ prot

ry of in-depth collaborations on the
re in chal ing high-performance
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Key UQ software tools that are included in the QUEST universe are:

e DAKOTA (St

for desig

J) (htt

1mization,

model calibratic v quantification, global sensitivity anal

studies. It can be used as cither a stand-alone

ysis, solution verification, and pars

application or as a set of library se

http://science.energy.gov/ascr/research/scidac/scidac-institutes/
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SUPER - Institute for Sustained Performance,
Energy and Resilience

/& The SUPER Projec e X

Topic areas: e Y gl

 Performance
engineering (includes
modeling & auto-tuning)

 Energy efficiency
 Resilience
e Optimization

Home Overview Activities Publications Participants

I h(’. SUPER Pr()j(’.( t Recent Publications
Extracting ultra-scale Lattice Boltzmann performance
via hierarchical and distributed auto-tuning

The SUPER project is a broadly-based SciDAC institute with expertise in 3 e
_ High performance dense linear system solver with soft
compilers and other system tools, performance engineering, energy

management, and resilience. The goal of the project is to ensure that DOE"s

error resilience

computational scientists can successfully exploit the emerging generation of Reduding energy usage with memory and computation-
high performance computing (HPC) systems. This goal will be met by providing e, amic frequercy 'ng

application scientists with strategies and tools to productively maximize Paraliel Performance Measurement of Heterogeneous

performance, conserve energy. and attain resilience. Paraliel Systems with GPUs

More...
Director: Bob Lucas rflucas@isi.edu

‘ OAK
Argo.nne@ u:.)ﬂ R RIDGE <UCSD

SUARIAND [ S Qs USC TN o

™
u UNIVERSITY
OF UTAH"

uuuuuuuuu

Contact SUPER

See www.super-scidac.org
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Timeline for New SciDAC Announcements

Solicitation issued — green  Proposal due — blue
Pre-proposal due — orange Review & award - gray

2011

2012

Aug | Sep Oct Nov | Dec

Jan

Feb

Mar-Jun

Max Total Budget
Over Duration

FES 8/3 | 9/9

$33M / 5 years

DATA 9/16

$25M / 5 years

BER 9/16

NP 9/16

HEP 9/16

BES 9/21

$32.5M / 5 years

$20M / 5 years

$12M / 3 years

S$30M / 5 years

FES — Partnerships in Fusion Energy Science, 11-571

DATA - SciDAC Institute: Scientific Data Management, Analysis and Visualization, 11-589

BER — Partnerships in Earth System Science, 11-588
NP — Partnerships in Nuclear Physics, 11-581
HEP - Partnerships in High Energy Physics, 11-580

BES — Partnerships in Materials and Chemical Sciences, 11-593
See www.science.doe.gov/grants for Grants and Contracts information on each Announcement
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ScIDAC-3 Institutes Operating Plan

ﬁ SciDAC_OperatingPlan.pdf - Adobe Acrobat Pro

“The mission of SCIDAC Institutes IS  |[fe & ven voumen: Coments Foms Took Advanced Window e

to provide intellectual resources in
applied mathematics and computer

science, expertise in algorithms &

methods, and scientific software tools
to advance scientific discovery ...’

Operating Plan will describe:

e Coordination & communication
processes among the Institutes

 Processes used by each Institute

to review its activities & re-
prioritize as appropriate

%
| * |Gl

DOE SCIENTIFIC DISCOVERY
THROUGH ADVANCED
COMPUTING PROGRAM -
SCIDAC

The mission of the SciDAC Institutes is to provide intellectual
resources in applied mathematics and computer science, expertise
in algorithms and methods, and scientific software tools to
advance scentific discovery through modeling and simulation in

« Communicate changes throughout e Tl s

SciDAC-3 and to ASCR

development of SGDAC tools and resources by the Institutes is
intended for computational systems such as those existing and
planned for at the Oak Ridge and Argonne Leadership Computing
Facilities, the National Energy Research Sdentific Computing

« Document Institutes approach for e

working with Application
Partnerships

U.S. DEPARTMENT OF Office of
@ ENERGY Science

>

SciDAC Institutes:
Operatin g Plan for
FY12
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SciDAC-3 Program Management Team

SciDAC-3 Team is comprised of several ASCR program managers

SciDAC Institutes Application Partnerships
e Steven Lee « Randall Laviolette

e Ceren Susut-Bennett < Ceren Susut-Bennett
 Sandy Landsberg

 Lucy Nowell

Work in Progress: http://www.scidac.gov
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SciDAC-3 and Beyond

SciDAC-3 for 2011-2016

Petascale — Roadrunner, 5/26/2008
Era of hybrid, multi-core processors

SciDAC-3 and beyond

See original SciDAC plan & vision

“Mainstream” petascale computing
technology

Scientific discoveries &
breakthroughs for the DOE mission

DOE Applied Mathematics is an
essential part of continued SciDAC
success

OCTOBER 17 - 19, 2011

2011 DOE Applied Mathematics
Program Meeting

|ils. Washington, DC

Organizing Committee

+ Eduardo DYAzevedo - Oak Ridge National Laboratory
+ Leslie Greengard - Courant Institute of

Mathematical S , New York | y
+ Chandrika Kamath - Lawrence Livermore National
Laboralory

« Sven Leyfler - Argonne National Laboratory

+ Bamey Maccabe - Oak Ridge National Laboratory

* Youssef Marzouk - Massachusetts Institute of
Technology s

+ Esmond Ng - Lawrence Berkeley National Laboratory S8

+ Ali Pinar - Sandia National Laboralories

+ Peir Plechac - Universiy of Delaware

+ Ivan Yolov - University of Pittsburgh

PROGRAM MANAGERS:
Sandy Landsberg and Karen Pao

Office of Advanced Scientific Computing Research
Office of Science LS. Department of Energy
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