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What Is Extreme Scale?
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Jaguar - XT5 Titan - XK7 Exascale*
Cores 224 256 299,008 and 1 billion
18,688 gpu
Concurrency 224,256 way 70 — 500 millon way 10 — 100 billion way
Memory 300 Terabytes 700 Terabytes 128 Petabytes

*Source: Scientific Discovery at the Exascale, Ahern, Shoshani, Ma, et al.
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Exascale Programming Challen@#s.

At some point, domain decomposition fails
- Too many halo cells, too much communication

Possible new architectures and programming models
- GPU accelerators hate decomposition

Threaded (OpenMP) procramming is easier than
distributed (MPI) p-graimming.

- Threading needs careful planning for memory affinity
(inherent in distributed)

- Sharing memory locations invites read/write collisions
(explicit in distributed)

- PGAS will save us? I'm skeptical.

Best practice approach: Parallel Functor application
(Map, Visitor)

- Multiple DOE projects underway: Dax (ASCR), PISTON (ASC),
EAVL (LDRD)
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Space of Solutions )
_ Capability Coupling Footprint Transfer Interactive
Tightly .
Integrated Low Tight Low None No
Embedded High Tight High Possible No
memcpy
Subset
Hybrid High Tight Medium Hi Speed Yes
Transfer
~ 0 i
Co-Scheduled High Loose DA nlISpeES Yes
Nodes Transfer
Off-Line High Loose None Yes




Other Challenges (Cop Out Slidé@):.

Resilience
- Mean time to failure
- Robustness for in situ
- Soft errors
- Uncertainty
Compression/extraction
- Feature characterization
- Lossy/lossless compression
Provenance
- Capture functions, algorithms, parameters

Uncertainty Quantification
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