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DDN HPC Investments Today, The 
Enterprise Data Center of Tomorrow 
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DDN’s $100M Commitment To The Future of HPC 
•  I/O Acceleration For Highly Concurrent Systems 
•  Exploitation of Next Generation Non-Volatile Memory 
•  Ultra-Low Power and Infrastructure Efficiency 

DDN Engineering Investment 
•  Within the next 8 years, DDN will spend over

$500M in Engineering dollars.   

•  We have apportioned a significant amount of 
this budget for Exascale R&D & to solve the 
toughest I/O challenges. 

•  DDN has uniquely mastered the art of 
commercializing @scale HPC storage tech. 
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DDN & DoE FastForward 
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DDN Is A Key Partner to the DoE/NNSA 
Exascale I/O R&D Program 

•  Co-Development of Exascale I/O Layers 
•  Lustre®, Burst Buffer, Object Store 
•  $M Long-Range Development Effort 
•  100% Open Source Contribution 
•  Complete Alignment with DDN Exascale Strategy 
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DDN’s Focus is HPC. 
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>170 of the Top500 
Growing 20% Annually 

 
DDN provides more total 
storage bandwidth to the 

Top 500 than all other 
storage vendors combined 

DDN Powers the Fastest HPC Systems in the World 
The Leader on 5 Continents and >66 of the Top100 
Delivering More GB/s Than All Others Combined 

#1 in  
North America 

1TB/s 

The Leader In 
Europe 

#1 in  
Asia 

#1 in  
ANZ 

#1 in  
Africa 
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An Amazing Step Forward… 
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Spider-Atlas 

Fun Fact: 
ORNL Titan Is Designed With The I/O Bandwidth 
Equivalent To 80,000x the Amount of Tweets and 
Tweet Metadata per Second from Twitter. 

System Performance: 1TB/s+ 
Capacity:  40.3PB (raw) 
File System: Lustre® 

I/O Platform: 36 x DDN SFA12K-40 
Media: 20,160 HDDs 

DDN and ORNL Have Partnered  
To Build The World’s Fastest 
Storage System; Supporting Titan 
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The Opportunity is Growing 

“’big data’ has long been an important 
part of the HPC market, but recent 
technology advances have given data-
intensive computing much higher 
potential as a horizontal market.”  

IDC  
2012 
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DDN | World-Leading Deployments 
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HPC & Big Data 
Analysis 

Cloud & Web 
Infrastructure 

Professional 
Media 

Security 

DDN Confidential 
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Massive Scalability Matters 

2011 

2012 

2008 

2009 

Leading  
Hedge Fund 

Leading  
Analytics ISV 

On Demand Service  
for Drug Discovery 

6000 Node Cluster 
600TB 

40,960 Nodes 
8PB, 96GB/s 
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DDN | Storage Fusion Architecture (SFA) 
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Accelerating Big Data and Cloud, Optimizing TCO 
Over 1 Million Lines of S/W Code – First Customer Shipped 2008 
Designed Specifically for Big Data and Cloud Workloads 

Parallel State-Machine Design 
Maximum Performance, Lowest 
Latency 

Virtualized Processing 
Optimized Environment for Big Data 
Application Hosting 

Robust Data Protection 
Quality of Service and Performance 
Without Compromise 

Flexible & Massively Scalable  
Best-In-Class Scalability and Density 

Storage Fusion Architecture™  
[Core Storage S/W Engine] 

In-Storage Processing™ Engine 
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 fScaler File System Family hScaler:Hadoop Appliance (tba) 

Low-Latency Connect: FC, IB, Memory 

Interrupt-Free Storage Processing 

ReACT™ Adaptive Cache Technology 

SFX™ Flash Acceleration (tba) 

Quality of Service Engine 

Storage Fusion Fabric™ 
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New Enterprise Big Data Tools, 
Powered By Proven HPC Infrastructure 
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The DDN HPC Playbook, for Analytics:  
•  Full High-Throughput RDMA I/O 
•  Up to 700% Faster Wall-Clock 
•  Reduce Data Center Footprint By 60% 
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T E C H N I C A L  O V E R V I E W   

 
Introduction 

A key component for a successful deployment is the shared file system selection when creating a SAS ®
 Grid Manager or 

distributed environment. The optimal shared file system eliminates I/O bottlenecks and accelerates performance of distributed 

SAS ® applications.  
 

Characteristics for a shared file system and successful deployment include the following:  

 High bandwidth data transfer. 

 Low latency file system metadata access. 

 Ability to separate data and metadata to optimize performance. 

 Linear scalability of bandwidth and I/O. 

 Efficient locking of files. 

 Resilience to fragmentation. 

 No single point of failure. 

 
SAS staff performed benchmark testing that showed that the GRIDScaler parallel file storage is an excellent choice for SAS 

applications. The workloads used during testing consisted of 240 concurrent SAS processes that generated significant 

amounts of I/O. The I/O demands are typical of enterprise scale SAS applications.  

 
The scenario presented in this document provides an outline of GRIDScaler configurations. This document is a companion 

piece to A Survey of Shared File Systems, technical paper available on support.sas.com  

Scenario 
Workload 

The workload emulates a solution, produced by SAS staff, deployed in a distributed environment using shared 

input data and a shared output analytic data mart. The programs are written using the SAS macro language. 

Small to moderate data sets are created.  There are approximately 60 million location and product combinations 

that are grouped into 750 models in the workload. Each model is calibrated by an individual SAS process. Each 

of these processes creates up to 100 permanent output data sets and 7,000 temporary files. Solutions including; 

SAS ® Drug Development, SAS ® Warranty Analysis, SAS ® Enterprise Miner behave similarly. This workload 

exercises the management of file system metadata. Some shared file systems have failed with what we consider 

a representative load.  This workload benefits from the file cache, because there are small files that are read 

multiple times. 

hScaler Exemplifies A Broader Theme 
HPC is Now Powering Enterprise Big Data! 
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1-Trillion Row 
Big Data 

Queries in less 
than 20s. 

Best Runtime 
Ever for Drug 

Discovery, 
Warranty, Risk 

Analytics 
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F E D E R A L

Overcoming >The Big Data  Technology Hurdle
Turning Data into Answers with DDN & Vertica

DDN | Solution Brief

Up to 570% 
faster FSI back-
testing and risk 
management 

Enterprise 
Hadoop With 
200%-700% 
Performance 

Gain 
STAC Report      STAC-M3 / kdb+ 2.8 / DDN SFA12K-40 / IBM Systems x3850 X5 

 

 

 
 

 
 

 

Copyright © 2012 Securities Technology Analysis Center LLC               
 

 
 

 Page 1                        

 

 
Kx Systems kdb+ 2.8 with DDN SFA12K-40  

on IBM System x3850 X5  
 SUT ID: KDB121101  

STAC-M3™ BENCHMARKS 
(Antuco Suite)  Test date: KDB121101 

Draft 1.0, 19 November 2012 

 

 

This document template was produced by the Securities Technology Analysis Center, LLC 

(STAC ®), a provider of performance measurement services, tools, and research to the securities 

industry.  The data and claims in this report were NOT produced by STAC.  For more 

information, please visit www.STACresearch.com. Copyright © 2012 Securities Technology 

Analysis Center, LLC. “STAC” and all STAC names are trademarks or registered trademarks of 

the Securities Technology Analysis Center, LLC.  Other company and product names are 

trademarks of their respective owners. 

THESE TESTS FOLLOWED STAC BENCHMARK SPECIFICATIONS 

PROPOSED OR APPROVED BY THE STAC BENCHMARK COUNCIL (SEE 

WWW.STACRESEARCH.COM). BE SURE TO CHECK THE VERSION OF ANY 

SPECIFICATION USED IN A REPORT. DIFFERENT VERSIONS MAY NOT 

YIELD RESULTS THAT CAN BE COMPARED TO ONE ANOTHER.
ddn.com©2012 DataDirect Networks. All Rights Reserved.

Accelerate>HadoopTM Analytics 
with the SFA Big Data Platform 

Organizations that need to extract value from all data can 

leverage the award winning SFA platform to really accelerate 

their Hadoop infrastructure and gain a deeper understanding of 

their business.

DDN | Solution Brief
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The Power of Hybrid Storage, Today. 
A Simple, Current Performance Case Study 
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Without SFX With SFX 
Goal                          20 GB/s 

….. 

400 NL SAS Drives 40 SSDs + 200 NL SAS Drives 

+.   .   .   .  …..   . 
….. 

….. 
….. 

.   .   .   … . 
….. 

Goal                          20 GB/s 

.   .   .  
….. 

Mono Hybrid Gain 
Drives 400 HDD 40 SSD; 200HDD - 
Power 4,400W 2,420W 45% Power Consumption Gain 

Data Center 28U 16U 42% Reduction in Footprint 
Cost (SRP) $496K $379K 25% Cost Advantage 
As NVRAM Prices Decline & Concurrency Compounds, The Benefits of Hybrid Grow 
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Seconds Milliseconds Microseconds Nanoseconds Picoseconds 

DRAM 

SAS SSD 
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Spinning HDD 

CPU 
Cache 

NVDIMM 

Cost/Latency Tradeoff 
There is no single ‘best’ placement for BB NVM 

▶  Depending on workload and budget, any number of options exist for 
implementing a Burst Buffer layer that resides between CN and PFS 
•  Interfaces may include DDR3/4, PCIe3, NVMe, SAS, SATA, etc. 

▶  A robust burst buffer software stack must be adaptable to a wide 
variety of hardware implementations 

 

SATA 
SSD 

PCIe SSD 

Power Managed 
HDD 
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We’re Just Getting Started… 
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NVM 

Storage Fusion 
Xcelerator 

Storage Fusion 
Architecture 

Burst Buffer Parallel File Storage Active Cloud-Enabled Archive 

SFA: Hybrid Flash Arrays  WOS Object Storage 
Appliances 
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Buffer Parallel File System Archive / Cloud 

TBA 
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DDN Global Collaboration Framework 

Confidential Information 

Massively Scalable,  
Self-Healing Storage Layer 

Storage  
Virtualization 

Layer 

Flexible Policy Engine User Defined 
Metadata 

Computational  
Clusters 

Instruments 
& Sensors 

Home  
Directories 

Smart 
Phones 

WOS for Data-Driven Collaboration 
•  Worldwide namespace access to 

massively scalable data volumes 
•  Secure cloud, behind your firewall 
•  Replication for DR or Collaboration to 

dozens of facilities worldwide 
•  Simple, self-healing infrastructure 

minimizes Big Data TCO  
•  World leading performance & latency 

One Platform For All of Big Data 

WOS Geographic Zone 

API NAS Mobile 
AWS 
S3 



ddn.com ©2012 DataDirect Networks.  All Rights Reserved. 

WOS Core WOS Cloud WOS Access 

WOS Enterprise Connectivity Options 

Desktop Sync 
& Web Client 

Android 
Client 

Amazon S3 WOS API 
Java/C++/Python 

CIFS NFS iOS 
Client 

WOS Share 
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End-to-End Architecture 
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Buffer + FS + Archive + Cloud 
A Fully Integrated Exascale I/O Platform To Minimize The 

Cost of Big Data Computing & Real-Time Analytics 

Our opportunity resides in addressing the end-end 
efficiency and scalability challenge at 1018… 
 

… we’re thinking BIG!  Stay Tuned. 
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Questions? 
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