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“Explosion of data”

" Able to generate ever-growing volumes of data
o Rapid growth in computational capability and capacity
o Increasingly cost-viable HPC at individual scale (GPU etc)
o Improvement in resolution of instrumental sources

" Collecting more data than ever before

o Increasingly use multiple data sources — fusion from
various sensors and models to form predictions
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The problem of huge data growth

" Drowning in volume of data”
®" Hindered by the diversity, formats, quality, etc?

" Potential value of the increased data lost by our
inability to manage and comprehend it?

® Does having more data mean more information — or
less due to analysis overload?
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This is not a new story

® When | started using computers for research lots of
my time was spent doing stuff with data:

O

O

Writing routines to convert from one format to another

Manually massaging source data into a form usable by the
codes (e.g. cleaning up object models, calibrating
instrumental data to correct limitations of collection, etc)

Storing model output with meta-data for re-use

Attending meetings to tackle the coming curation and
provenance challenges
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Challenge can always mean opportunity ...

" New insights possible as a result of volume

o Statistics, trends, exceptions, data mining, coverage

" Enhances alternative research process of data
exploration rather than hypothesis validation

o Anecdote of discovery by anomaly

® Broader market for data led HPC

o Databases, data analytics, business intelligence, etc
o Growth opportunity for HPC community
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e.g. key driver of HPC — Climate Science

® Predict and store variations of tens of variables over
centuries in pseudo-3D space

" |nclude various measurement data
® Compare multiple models against each other

" First to demand greater storage, archival facilities or
similar from HPC centres
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e.g. key driver of HPC — Engineering

® Computer model of design

o geometry, materials parameters, etc

" Perform CFD/CEM/structures/etc simulations

® Preparation activity often a much greater task
(human effort, elapsed time) than the simulation
o Input data has high value — and often drives memory limits

o Output data (field data) large in volume but also critically
needs audit trail to be meaningful

" Post-processing - especially visualization
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e.g. key driver of HPC - Intelligence

" Monitoring communications of other governments
has evolved to monitoring communications of
millions of individuals and groups

o voice/SMS/email/skype/twitter/forums/etc
o Plus data from non-comms sensors

o Plus people movement data (border control)

" Probably more data than can collect, let alone
process coherently, and generate assessments
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Three example key drivers

® 3 key technical and “political” drivers of HPC

® Each requires major increases in compute

o E.g. They can describe a clear need for exascale

" The data aspects are at least as important as
compute to success in each case
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And yet ... in supercomputer centres

" For most of my time in HPC management,
“massive data” has been the next big thing ...
o Data intensive computing
o Data explosion

O ...
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And yet ... in supercomputer centres

® .. and the last thing on anyone's mind in
procurements

o How many CPUs? How fast? What’s the price? (oh, and it
has some disk stuff too? — that’s good)
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The challenge — 1: cultural/political

® Recognise data not FLOPS as the primary act of HPC?
o What data are we collecting?
o What do we need out?
o What are the requirements for curation, provenance etc.
o Design compute engine to enable this

" Community priorities

o e.g. Data theme left until breakfast session on last day ...
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Example - SKA

® State scientific need
" Design sensor

o huge data collected

" Recognize user output requirements

o Useful images with sufficient underlying data to enable
further analysis

® Design data processing at each stage to deliver this
o ~PF at each sensor to manage live data bandwidth
o ~EF centrally to process global (stored?) data
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The challenge — 2: technical

" Curation
o Do we know what is there?
o Can we read it a specified lifetime later?
o Original platform obsolete?

®" Provenance
o how data was created, validity/limitations, ownership, etc
® Assurance

o Security, reliability, etc

® Comprehension

o Processing, data mining, visualization, etc
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Summary

" Explosion in data volume is not news
o Butitis real

® Obstacles to insights increasing with volume might
be firstly cultural/political rather than technical

" Opportunity (both scientific and commercial) as
much as a problem

o But either way - it is a challenge
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Summary

® The HPC community (vendors, centres, funding
bodies, users) finally appears to be taking software
as seriously as hardware for the exascale roadmap

o Can we step up to the same need for the data challenge?

® Will we ever see software, data and hardware as
three balanced design axes in exascale computing
technology for innovation, insight, and new science?

nag

16



HECTOR

HIGH END COMPUTING TERASCALE RESOURCE
A Research Councils UK High End Computing Service

Capability Science. NAG HPC expertise.



