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Risk Factors

Today’s presentations contain forward-looking statements. All
statements made that are not historical facts are subject to a
number of risks and uncertainties, and actual results may differ
materially. Please refer to our most recent Earnings Release and our
most recent Form 10-Q or 10-K filing available on our website for
more information on the risk factors that could cause actual results
to differ.

Performance tests and ratings are measured using specific computer
systems and/or components and reflect the approximate
performance of Intel products as measured by those tests. Any
difference in system hardware or software design or configuration
may affect actual performance. Buyers should consult other sources
of information to evaluate the performance of systems or
components they are considering purchasing. For more information
on performance tests and on the performance of Intel products, visit
Intel Performance Benchmark Limitations
(http://www.intel.com/performance/resources/limits.htm).
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Real World Problems Driving Petascale & Beyond

Real World Exascale Problem m
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» 60% of US profits are in
fimancial services

s As many as ten top tier firms
with IT Budgets > $S2B/year
» Performance Needs:
- 60,000 Tramsactions Per Second
- 30ms average latency
- 32GB real time database

» Good Scale out Application

— Application is amenable to
parallelization both data & thread

- Requires Double Precision FP,
highimemory BW, ...
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Silicon Future

90nm

2003 65nm

2005

2017
New Intel technology generation every 2 years
Intel R&D technologies drive this pace well into the next
decade
< Roadmap » «— Research —
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Intel Design & Process Cadence

Shrink/Derivative
Xeon 5000
B2 O5NM

Intel Core Microarchitecture ) Five
Xeon 5100 & 5300 Microprocessors

in One Platform

Shrink/Derivative
PENRYN

2 YEARS § 2 YEARS j§ 2 YEARS
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All dates, product descriptions, availability and plans are forecasts and subject to change without notice.



Next Generation Intel 45nm
High-k Process Technology

45 nm High-k + Metal Gate Silicon Process Technology

Standard MOS NEW HK+MG MOS

Low resistance layer Transistor Transistor Low resistance layer

Palyslicon gate [ ] — - Metal gate
il nate qxid _:_ HK g-te e

o ~2x larger transistor budget provides freedom to add new features
and higher performance with cost effective die sizes

* >20% faster transistor switching speed delivers higher core speeds
and increased instructions per clock

o Lower leakage current reduces power consumption and enables more
capability and performance in a smaller power envelope than 65nm
processors

High-k + Metal Gate Transistors Provide Significant Performance
Increase & Leakage Reduction, Ensuring Continuation of Moore’s Law |




Next, new 45nm microarchitecture

New Microarchitecture [ |
Intel Core™ Microarchitecture  |[[EHEH

New Microarchitecture
Nehalem

New Microarchitecture
Gesher

Increase performance per given clock cycle
Increase processor frequencies

Extend energy efficiency

Deliver lead product for 45nm High k +
metal gate process technology

Deliver optimized processors across each
product segment and power envelope



Nehalem: What We've Said Publicly

Dynamic Scalability for Efficient
Performance on Demand

PERT LN =

Leverages 4 issue Intel® Gurﬁ{’"
Jnicroarchitécture technulugv“x
simultaneous multizthredadifig

Mualticlevel'shared cache arch
=

Performance enhanced dynamic
power manmagenrent

Fully unlocks Intel 45mm Hi-K
silicon process benefits®

Mehalem 45nm Hi-k

Design Scalability Optimizes for
Each Marketing Segment

T o
il LA !_r ‘mx
Mext generation platfarm
architecture
.".1. \
Scalable performance: 1teile +

threads utilizing 1 to.8+8Ghres

o

sScalable and Gonfigurable: ‘Cache,
Interconnect & memaorycontrollers

Optional High Perfu}manpe_
Integrated graphics for client

Broad family of products begin
ramping production *08

Mehalem 45nm Hi-k
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High Density Intel Platforms
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 Port Townsend - UP solution from EPSD

- Best for bandwidth demanding applications =
- Bensley equivalent CPU density/rack (2 CPU/1U) ,,,* g‘m
- 1Tflop in 12U! - :ﬁ iz B

» Atoka - DP solution from SGI & Super Micro
- Maximum compute density (4 CPU/1U)
- >1TF in 15 nodes!




o Strategy

Accelerator Attach Strategy

80% of Accelerators PCIe 2

Volume attach
to current PCIe .

80% /

16% of the Attach by
Geneseo

4% with 4%
CSI/FSB

80% I
16%

Ensure third-party innovation & differentiation on Intel platforms
Create common coprocessor API/Libraries framework strategy that encompasses all

attach technologies

Work with the industry to innovate on ubiquitous PCI-E standard
Special licensing for FSB & CSI based accelerators, where appropriate

el



What are FSB-FPGA Accelerators?

*FPGA Modules plugged into an Intel™ Xeon® Processor socket
& communicating using| the Front Side Bus (FSB) Protocol

~

N\ [

o

FSB-
FPGA
--------- Module
Caneland 4S
Xeon Platform ™=:f:5:f:f

&

FSB -
FPGA
Modules

‘@

-

Stoakley 2S
Xeon Platform

"l

5000 Sequence

7000 Sequence
[ Intel® Xeon® Server Platforms - DP & MP ]




Let's Talk About ...
Challenges and Outlook

N Building a

Petascale Machine




Processor Performance

Flops
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4 IntelsPentiumIFATChitecture!
intel® Pentitm* Architecture

1.6+06

1995 0/0]0 2005 2010

Reaching Petascale with ~ 100,000 Processors in 2010*

Assurning aoorod 100Glons processors

* Petascale assumes 10's of PF Peak Performance and 1PFE Sustained Performance on HPC Applications. ' ln tel



Multi-Core
Energy-Efficient Performance

B Dual-Core
1. 73X Performance 1.73x
B Power
1.13x
1.00x
Over-clocked Max Frequency Dual-core
(+20%) (-20%)

Relative single-core frequency and Vcc




Multi-threaded Cores

All Large Core

- Mixed Largg

and
Small

-
—

All Small Core

e

‘oal: Energy 2Nt Petascale with Multi-threaded Corei
Note: the above pictures re/intel products ( intel!



Increasing Throughput through Parallelism
Amdahl’s Law: Parallel Speedup = 1/(Serial% + (1-Serial%)/N?)

12 Cores 48 Cores

Single Core Performance
Relative Performance

0

144 Cores

System Performance

40
10

*N = number of cores

Large Medium Small



Processor Performance

Flops
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intel® Pentitm* Architecture
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1995 0/0]0 2005 2010

Reaching Petascale with ~ 100,000 Processors in 2010*

Assurning aoorod 100Glons processors

* Petascale assumes 10's of PF Peak Performance and 1PFE Sustained Performance on HPC Applications. ' ln tel



Increasing Processor Performance

Through Multi-threaded Cores

FFlops
1.E+15 Peta

Iriiel® Cora™ (fAlgdp
BB tIUm A ATChitecture

Reaching Petascale with ~5,000 Processors

H




Increasing Memory Bandwidth
to Keep Pace

3D Memory Stacking
BW (GB/sec) Under 2\W -
100 . Powerand |0 Signals Go
Through DRAM to CPU
Thin' DRAM Die
Through DRAM Vias
10 *
Memory BW Heat-Sink

Constrained

Source; Intel (Inte!



PCl Express to Meet I/0 Demand
Performance, Bandwidth and Functionality
Bandwidth GB/s |/O Bytes per FLOP

=Atomic Ops, Coherence Hints
=Higher BW, Lower. Latencies.
*Enhanced Software Model

=//0 Virtualization
=Device Shaning

Genz @ 5GT/S

20

4' PCI/PCI-X
10 \\

0

\

Note: Dotted Line is For Projected Numbers

1899 2007 003 2005 2007 20)0)¢) 2071 2013 006 2007
Based on 1.6 .PCleichaniell

Iracking Moore’s Law
w!

2008 2008, 20170



But ... How about
Power and Reliability

el



Power and Cooling Cost Today

10° 68 . s = S14.6M

Kllowatt Megawatt: Electricity
Hour; Datacenter, Coohng Costs/Year
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efficiency, cooling Co-efficiency of Performance (COP)=1.5

*Source: HPC Wire “A Petaflop Before its Time,” June 28, 2006 = -
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Managing Power and' Cooling Efficiency

Silicon:
Mepnesiaw, Strained silicon, Transistor
Packages |eaka@e conirol technigues, Clock gating

Processor:
RolicyEbased power allocation
Multi-threaded cores

SystemPower Delivery:
FIRENGRIN POWET Management,
Ulirarinegrain' peWer management

Eacilities:
Anpcoplinglandliquidicooling options
VErcalNnieanration o cooling solutions

Power Management: From, Transistors to Facilities, = ——
intel)




DELIVERY INEFFICIENCY

CUMULATIVE DATACENTER POWER DELIVERY EFFICIENCY

70%
60%
500/0 (_BKSAE(I:IINE“ ..........................................................................................

UNINTERRUPTIBLE POWER POWER SUPPLY VOLTAGE
POWER SUPPLY DISTRIBUTION UNIT REGULATORS
UNIT

el



CONVERSION OVERKILL

Uninterruptible Power Power Supply
Power Supply Distribution Unit Unit

480V ey 208\/
) AC AC amp AC/AC' mmp AC
¥/ >

DCIDC

CONVENTIONAL DATACENTER
AC POWER DISTRIBUTION



SIMPLIFIED DISTRIBUTION

Uninterruptible Power Power Supply
Power Supply Distribution Unit Unit

= AC

360V
DC - 360-\/ DCIDC

HIGH VOLTAGE DC POWER
DISTRIBUTION



HIGH VOLTAGE DC
DATACENTER PROTOTYPE




EFFICIENCY REALIZED

BASELINE AC HIGH VOLTAGE DC



Reliability Challenge

Billions of Transistors

Soft Error FIT/Chip (Logic & Mem) = £/T/bjt (mem cell): expected to be

1009 roughly constant

= Moore’s law: increasing the bit count
exponentially: 2x every 2 years

REICUVER

An exponential growth in FIT/chip
+\/

K_" <+ 'Drift Depletion Region

Diffusion 4
.'.+

charge colleaelNi) I EIiEIGEY
energetiBEIgiCISITihe)

lon Path

Soft Error: One of Many Challenges



100s & 1000s of Processors

An Example, of Datacenter Growih ...

Number: of Processors

Growth Prediction of +110k servers
over the next 3-5 years

B (A/Linux
160000 B A/Windows
140000 P RISC Process Complexity drives
exponential growth
(l{0]0]0]0]
100000
80000 . . .
Design Complexity SONMIC3PaCILY/
60000 drives linear growth
N\
21010/0/0)
40/0]0]0)
0]




Reliable Systems With Unreliable Components
Architectural Techniques

Micro Solutions Macro Solutions

Parity Lockstepping \
SECDED ECC Redundant multithreading (RMI)
Tbit U Redundant multiccorne cPU
Circuit Techniques
Device Param Tuning Rad-hard Cell Creation

T, —

Process Techniques

Staile-0f-Ant Processes ]

Reducing Single-Bit Soft Errors




What can we expect! ST
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Source: HPC - www.top500.org, June 2006, Intel ( Intel
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