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64k nodes (128K cpus)
#1 on TopS00 (280 TFs)
2006 Gordon Bell prize: sustained 206 TF on QBox
Lustre / SLURM

http://www lInl.gov/asc/computing_resources/bluegenel/



ASC Purple

/ FIFTH GENERATION
/ ASC PLATFOR

e

e Power 5 - 8-way 1536 nodes

Processor Core 1 Processor Core 1
IFetch _Store Loads IFetch Store Loads
32B 32B] 8B, 32B
CIU Switch |

 ~100TFlop/s peak —

op  SElPs2e self2e selfae g

L2

e GPFS/SLURM

L2 L2
Cache | |Cache

Core2
NC
Unit

1en| 381 Tee 3op]]328 326} 328 326]]328 =e]Tee

168
Chip-Chip | 168 168 | Chip-Chip
Fabric  gp Fabric Controller 168, Fabric
MCM-MCM[ 8B 8B _[McM-mcm
| el B 5 N hy—
‘c,xi,,_ »  CX Controller Directory L3 Controller .,-I L3/Mem Bus
4B | [NUMA Controller *=* Mem Controller] 168

L

interconnection

8-processor Multi-Chip Module
= chips rotated to allow high speed

http://www lInl.gov/asc/computing_resources/purple

4.5" square, glass-ceramic
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Peloton: Capacity
e Scalable units @ 5.5 Tflop

— Built around 288 port IB switch (half populated)

— Multi-level switch for bigger SU configurations
— Atlas (8), Zues (2), Rhea (4), Minos (6)
e Lustre/SLURM/Moab

http://www lInl.gov/linux/clusters.html



e Upgrade to 30 MW capacity
e 2 x 24,000 ft? unobstructed floors
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Current activities

e With ANL, IBM Research: BG/{P,Q}
e With LANL/Sandia: TLCC-2007
 LLNL petaflop activity: Sequoia procurement
e Significant programming issues:
— 512+ GB/s I/O to 50+ PB shared file system
— 1M+ cores

sEaliol



Come to Reno, Nevada this
MNovember o parficipate in the
unmaiched and inaugural
Cluster Challenge af the SCO7

Conference!

November 10-17

SCO7 Cluster Challenge

Reno-Sparks Convention Center Reno,

Nevada, US

cluster@sc07.supercomputing.org

Whe: Teams of up to sk undergrac
ates, akong with their vendor parmers
and the cluster axchilechrs the Bams

design, wil compete, in red time,

at 5207,

What: The 507 Cluskr Chalengs

Is on opportunity Fr univarstly Bams
showe off their chster piloting skils in on
Infernational tion. Teams will run
rackworld fopan source] applications in
a heackohead event ho sobee rakword
compuictiona problems.

Whiy: Todiay's dusters have signitficont
o power, nn a verkety of
sclenific applications, and can ba selup
In an intimeate and demonstative amv-
ronment. Clusters ars the kst growe
Ing sagmenit of ke techniod computing
spacs, and companies are very Inerest
ed I mesling I:r:naddusbr plots. The
SCO7 Cluster Challange aims ¥ demon
sirote the spaed, ackvances, acoassibilily,
and wehilness of smal chesters at the
Inedustry’s mest chynarie and welkatiend-
e evant.

Where: The annual 5C events are he
premiar interrectiond conkrances on
high perfermance computing [HPC],
with more than 10,000 atiendees,
1005 of exhibiiors, and a robust echni
ol program. This Is the ideal placs ke
Chusier Challangs tecrs to demonsinale
their skils. International HPC leaders
will b wikching, chesring, and mothvet
ed 1o mest e players of his charged
compatiton. The host diy of Reno is
weell kricwn For the Fastest race in he
winld-the Merlonal Chamglomrship Alr
Raxces and Alr Showeand ks abo hame
T rumerous reglonal atbletic rocss
imerathors, skiing, cyding, and boord-
Ing] with Loke Tahes next door.

Herer 1o enter: Teams of up 1o stx
Irddtvichscd undergrachsate shident teom
membars, o supervisor, and optional
wandor portners should submit

enrles by July 31, 2007 o

hitp:/ / sc-submissiors org

Mare information: nformation
on feam compasition, hardwire
and sofware requiraments, vendor
guikdelines, and e Cluster Challenge
suciure and rules con be fond ot

J #clF suparcomputing.ong
dlenge. For more infrmation,
conact dusterGsclF supercompuing
org

About SCO7

hitp:/ /5007 supsrcomg.ong

SCO7, sporsoned by ACM and IEEE
Computer Soclety, wil showooe how
HPC, retworking, storage and analysis
leod o nchvances In ressarch, aduoction
and cammerce. The confersnce Indudes
echnical and aducation rerms,
witkshops, tutorials, an eshibit area,
demionsiroiions ond hondson learning.

© $IEEE .




DISCLAIMER E

This document was prepared as an account of work sponsored by an agency of the United States Government.
Neither the United States Government nor the University of California nor any of their employees, makes
any warranty, express or implied, or assumes any legal liability or responsibility for the accuracy,
completeness, or usefulness of any information, apparatus, product, or process disclosed, or represents
that its use would not infringe privately owned rights. Reference herein to any specific commercial
products, process, or service by trade name, trademark, manufacturer, or otherwise, does not necessarily
constitute or imply its endorsement, recommendation, or favoring by the United States Government or the
University of California. The views and opinions of authors expressed herein do not necessarily state or
reflect those of the United States Government or the University of California, and shall not be used for
advertising or product endorsement purposes.

This work was performed under the auspices of the U.S. Department of Energy by University of California Lawrence Livermore
National Laboratory under contract No. W-7405-Eng-48.
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