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$1.06 billion budget
3,900 employees
3,000 research guests annually

Nation’s largest open scientific
computing facility

Nation’s largest science facility:
the $1.4 billion Spallation Neutron Source

Nation’s largest concentration
of open source materials research

Nation’s largest energy laboratory
$300 million modernization in progress
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The Department of Energy’s national laboratories:

A flair for getting after very big
and difficult matters

e Multidisciplinary R&D to solve large-scale,
long-term problems of national importance
— National security
— Energy
— Environment

* Design, construction, and operation
of unique research facilities
and equipment

* Technology transfer

e Education

OAK RIDGE NATIONAL LABORATORY ST =N
U. S. DEPARTMENT OF ENERGY UT-BATTEL LE



Tool-driven revolutions

“There are two kinds of scientific revolutions,
those driven by new tools and those driven
by new concepts...

The effect of a concept-driven revolution is to
explain old things in new ways. The effect of a tool-
driven revolution is to discover new things that have
to be explained.

In almost every branch of science, and especially
In biology and astronomy, there has been a
preponderance of tool-driven revolutions.”

Freeman Dyson
Imagined Worlds (1997)

OAK RIDGE NATIONAL LABORATORY
U. S. DEPARTMENT OF ENERGY UT-BATTELLE



Leadership computing is highest
domestic priority for Office of
Sclence

* Ray Orbach has articulated S R
his philosophy for the SC laboratories fokthe Fiturs

of Science

— Each lab will have world-class capabilities A Twanty-Vear Outlook
in one or more areas of importance : |
to Office of Science

— ORNL: SNS and NLCF will underpin world-class
programs in materials, energy, and life sciences

e 20-year facilities plan being used to set

priorities among projects
“I am committed to the concept of a Leadership
Class Computing facility at Oak Ridge National
Laboratory. &l
The facility will be used to meet the missions of
the Department and those of other agencies. | can
assure you that | understand the important role
supercomputing plays in scientific discovery.”
Secretary Bodman




Leadership computing
IS a State of Tennessee priority

....0ur pioneer ancestors wouldn't have known what

$9M State of Tennessee Investment in the
Joint Institute for Computational Sciences

$10M for National Academy Level Joint Faculty

$35M for high speed networks for research
and education

$1M/year for Computational Science Initiative
for graduate student training and outreach

| have recommended funds ...to attract more nationally-
recognized faculty members (jointly with ORNL).... There is
an opportunity today.... to rapidly become world class in
some areas like supercomputers, materials science, and
nanotechnology.

supercomputers were, but | believe they would have
understood our aspirations perfectly.”

- Gov. Bredesen, State of the State Speech, January 31, 2005

OAK RIDGE NATIONAL LABORATORY

U.

S. DEPARTMENT OF ENERGY UT-BATTELLE



Leadership computing a key enabler

of science and engineering

“The goal of such systems
[leadership systems] is to
provide computational
capability that is at least 100
times greater than what is
currently available.”

“...Leadership Systems are
expensive, typically costing in
excess of $100 million per
year....”

OAK RIDGE NATIONAL LABORATORY
U. S. DEPARTMENT OF ENERGY

Computing

Federal Plan
for High-End




Organized for success

Computing and Computational Sciences Directorate

Thomas Zacharia
Associate Laboratory Director

Linda Malone, Executive Secretary

Advanced Scientific
Computing Research
Program

Thomas Zacharia

Research Alliance in Math and Science

Computational
Sciences and
Engineering Division

Brian Worley, Director

Computer Science
and Mathematics
Division

Jeff Nichols, Director

National Center for
Computational
Sciences

Jeff Nichols, Acting Director

Chief Information Officer

Scott Studham

Networking and
Computing
Technologies Division

Becky Verastegui, Director

1Part time/matrix
2UT

Staff Support

~| Debbie McCoy

Executive Assistant
Nancy Wright
Organizational Specialist

Joint Institute for
Computational Sciences

Jesse Poore2, Thomas Zacharia
Acting Co-Directors

OAK RIDGE NATIONAL LABORATORY
U. S. DEPARTMENT OF ENERGY

Matrix Support
Willy Besancenez
Procurement

Kyle Johnson
Recruiting

Ursula Henderson,
Janet Lu, Kim Milburn,
Matt Rogers

Finance Managers

Mike Palermo
HR Manager

Ronnie Wagoner
Business Manager
Jack Wellst?
CCS Fellow
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New world-class facility capable of
housing leadership class computers

* $72M private sector investment in support
of leadership computing
e Space and power:

~ 40,000 ft2 computer center with
36-in. raised floor, 18 ft. deck-to-deck

-~ 8 MW of power (expandable) @ 5c/kWhr

* High-ceiling area for visualization lab
(Cave, Powerwall, Access Grid, etc.)

* Separate lab areas for computer science
and network research

s J %mugmm‘; ’> ;




Leadership Computing for Science
Critical for success in key national priorities

Office of Science research priorities

Search
for the
Beginning

Taming the Environment ITER for
Microbial and Fusion
Health

Manipulating the
Nanoworld

Computational Predictive Full carbon Simulation of burning Terascale
design of understanding cycle in climate plasma, Fusion Supernovae
innovative of microbial prediction, Simulation Project Simulation

nanomaterials molecular and IPCC

cellular systems

Theory, Mathematics, Computer Science

National Leadership-Class Computing Facility for Science

THE CENTER FOR | OAK RIDGE NATIONAL LABORATORY
o COMPUTATIONAL SCIENCES U. S. DEPARTMENT OF ENERGY
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At forefront in computing and
simulation

* Leading partnership in developing the
National Leadership Computing Facility
— Leadership-class scientific computing capability
— 100 teraflops by 2006; 250 teraflops by 2007

* Attacking key computational challenges
— Climate change
— Nuclear astrophysics
— Fusion
— Materials sciences
— Biology

* Providing access to our computational
resources through high-speed networking

OAK RIDGE NATIONAL LABORATORY
U. S. DEPARTMENT OF ENERGY

V(< Y
UT-BATTELE
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National Leadership Computing Facility
May 12, 2004 ) | L
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COMPUTERWORLD -

Energy Department Grant
Spurs Work on Supercompute

The $25M gramt went to the Oul Ridze Nations! Labarater
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Oak Ridge gets super win

*Feds spark high-end computing resurgence

ComputerWeekly

U.S. Energy Dept. Awards $25M
Grant for Supercomputer Build

U.S. Moves to Build
Top Supercomputer

- . asEnsri-n

WOSS- T mrw YoM . The Basment Tectasiogy Notwot
. Tennessee is a Rising Star
in Supercomputing

Uncle Sam Wants
World's Fastest Computer

Want To Surpass Japamese Supercomputer

¢ Computer to be more than a bit faster
Sepercompater-gencrated "poner wall™ ar Oak Ridze,

“omputer H
- atary Yeun,, Natiozal Laborstery illaminates chimate ckange
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— = Supercomputer

- ORNL Nabs Supercomputer Deal
LABCINEF: "Oak Ridze will hedp lay the foundation for
- OSroountry’s nest gencration of scientific discovery.
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Delivering Science and Leadership in High-end Computing

Nanoscience

Computation-guided search
for new nanostructures

Expected
Outcomes

5 years

Kinetics and catalysis of

nano and enzyme systems Multiscale Modeling

of Hysteresis

Climate
Machine and Data Requirements

750 Expected
Outcomes

5 years

- Fully coupled carbon-climate
simulation

- Realistic simulation of
self-assembly and single-
molecule electron
transport

= Design of SNAHE
Materials SR

and Structures m

= =
oo - Finite temperature 22
| e properties of T
nanoparticles/quantum 5 :
corrals - Cloud-resolving 30-km spatial

) resolution atmosphere climate
10 years simulation
) - Multi-scale modeling of

molecular electronic
devices

Spin Dynamics
Switching of Nanobits - Fully coupled sulfur-atmospheric

chemistry simulation

i m
First Principles Domain Wall "N

N A2
ﬂ?ﬂ"”w m]

Magnetic
Phase Interactions in nanowires
Diagrams
- Fully coupled, physics,
chemistry, biology Earth system
model

Thermodynamics and kinetics
of small molecules

Computer Performance (Tflop/s)

Magnetic Structure
of Quantum Corrals

- Computation-guided
search for new
materials/nanostructures o N o ae \0“6((\

5\‘a 066‘

Years

L

Magnetic Nanoclusters o\“ A
@ (e
o

o\°

Biology

Coupled organ
CFD simulation

s Cell-based
community
simulation

Fusion Expected

Outcomes
5 years

- Full-torus, electromagnetic
simulation of turbulent
transport with kinetic
electrons for simulation
times approaching
transport time-scale

Protein machine Integrated simulation — burning plasma —__

interactions

Expected
% 4 Outcomes

Molecular-based

cell simulation & yea rs

2 - Metabolic flux
modeling for Hydrogen
and Carbon fixation
pathways

Turbulence simulation at transport time scale
Wave/plasma coupled to MHD and transport

MHD at long time scales \

Turbulence with
electron dynamics

Wave/plasma in 2D
with plasma evolution

MHD disruption modeling

1000 TF o

100TF - Capypatnes

Simulation - Develop understanding of
internal reconnection
events in extended MHD,
with assessment of RF
heating and current drive

techniques for mitigation

Community
metabolic regulatory,
signaling simulations

Constrained
rigid docking ) .
- Constrained flexible

docking simulations of
interacting proteins

Constraint-based
flexible docking

-
o

Genome-scale 10 years

protein threading

- Multi-scale stochastic
simulations of
combined microbial
metabolic, regulatory
and protein interaction
networks

Gyrokinetic ion turbulence
——— in full torus

10 years

- Develop quantitative,
predictive understanding of
disruption events in large
tokamaks

-
o

Comparative

genomics 2D wavel/plasma -mode

conversion,all orders

Extended MHD of moderate
scale devices

Computer Performance (Tflop/s)

*Terafl
— Biological Complexity

kS Gyrokinetic ion turbulence in a flux tube
1D wavel/plasma, reduced equation MHD

High-performance computing is essential to
the high-throughput experimental approach.

- Begin integrated simulation
of burning plasma devices -
multi-physics predictions for
ITER

- Dynamics simulations
of complex molecular
machines

CENTER FOR COMPUTATIONAL SCIENCES
OAK RIDGE NATIONAL LABORATORY

Office of
Science
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Leadership in Networking

Connected to major science networks
OC48 to ESNET (provisioned by ESNET) 1-4 x 10Gb to NSF Teragrid

10Gb to Internet2 2 X 10Gb Ultranet
4 x 10Gb to National Lambda Rail 180 x 10Gb Futurenet

\ 7 \(/
UltraNet \Kf \ A
~ AN —

ESnet N /
=
— Infernet2_.. ,

vy
~/
OAK RIDGE NATIONAL LABORATORY

U. S. DEPARTMENT OF ENERGY
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Imbedded in the grid

NORDUnet/10Gb
Oslo i Helsinki

GLORIAD/155Mb

_
3 \ _Coptanag
__ GLORIAD/155Mb e . Prague. GLORIAD/2.5Gb
—— oabaron
/

.
e~ T CESnet/10Gb
A bileNeT10GD

IEEAF/10Gb

TransPAC/10Gb
GLORIAD/2.5Gb

TaiwanLight/4.5Gb b : CERN/10Gb
AARNet/2x10Gb "

‘Mauna Kea

GLORIAD/2.5Gb

, - —  SingAREN/1Gb

Singapors

WHREN/2.5Gb

] : = e =5 ’ e . S

NLR  TeraGrid Gloriad UltraScience Net

OAK RIDGE NATIONAL LABORATORY

U. S. DEPARTMENT OF ENERGY UT-BATTELLE
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The Spallation Neutron Source
Total cost: $1.4 billion

e Operational in 2006

* World’s most powerful pulsed spallation source

* With complementary resources at the High Flux Isotope Reactor,
Oak Ridge will lead the world in neutron scattering




Maintain active dialogue with academia,
Industry, labs, and centers

* Joint Institute for Computational Sciences
— State-of-the-art distance learning center

— Incubator suites, joint faculty offices,
conference facilities

— Strong student and postdoctoral programs

— Summer institutes for interdisciplinary
research

— Annual conference in computational

sciences L
* Educational outreach through Research m

Alliance in Math and Science program

* Industrial outreach through Computational
Center for Industrial Innovation

* |International collaborations in
computational sciences

— Guest scientists and visiting scholars

THE CENTER FOR OAK RIDGE NATIONAL LABORATORY
$ COMPUTATIONAL SCIENCES U. S. DEPARTMENT OF ENERGY
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Committed to strong university
partnerships

Oak Ridge Center for » 21st century think tank

- Advanced Studies °* Focused on complex
' ‘ interdisciplinary problems :

L‘Duke \ Collaborative , more than 100 universities -
research
Batielle / - » Governor’s Chairs
N SV ERsiTY Joint hiring .« 45 joint faculty with
! 6 universities
UNIVERSI'!TIC;'
* Heavy ion research
&Gegg%ig Joint institutes  * Neutron sciences
- * Biological sciences
. * Computational sciences
\ ARGINIA
B rech - 18 at ORNL

User facilities Thousands of university

users

OAK RIDGE NATIONAL LABORATORY
U. S. DEPARTMENT OF ENERGY
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