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http://www.csm.ornl.gov/Internships/

“The Research Alliance for Minorities
(RAM) Program is based on the belief
that national laboratories and
universities, working hand in hand,
offer the best opportunity to make a
real impact on the quality of a diverse
workforce.”

Program sponsored by the Mathematical,
Information and Computational Sciences (MICS)
Division of the Office of Advanced Scientific
Computing Research, U.S. Department of Energy
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Goals

Short Term
• Increase number of underrepresented minorities

(African American, Hispanic American, Native American
and women) who pursue degrees in science,
mathematics, engineering, and technology

Long Term
• Increase number of underrepresented individuals with

advanced degrees in science, mathematics, and
engineering in the workforce

http://www.csm.ornl.gov/Internships/RAM
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Oak Ridge National Laboratory
was established during World War II

Senator
Kenneth D. McKellar

The Graphite Reactor was the world’s first
continuously operated nuclear reactor
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Prime Contract

Support 3019
Operations

Subcontract

State of
Tennessee

Manager of
Oak Ridge National Laboratory

Economic
Development
Organizations
• Community Reuse

Organization of
East Tennessee
(CROET)

• Tennessee
Department of
Economic and
Community
Development

• Technology 2020

We operate with many partners

BWX
Technologies

(BWXT)

• Oak Ridge Associated
Universities (ORAU)

• Duke

• Florida State

• Georgia Tech

• North Carolina State

• University of Virginia

• Virginia Tech

National University
Community 

• BWXT (Y-12)
• Bechtel Jacobs (M&I)
• Wackenhut (Security)

Site Contractors

Department of Energy
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Audit and Management Services
Scott Branham, Director

Office of Counterintelligence
Fred Evans, Director

Office of Independent Oversight
Jan Preston, Director

Oak Ridge National Laboratory

Physical
Sciences

James Roberto
Assoc Lab Director

Biological and
Environmental

Sciences

W. Franklin Harris
Assoc Lab Director

Energy and
Engineering

Sciences

Ralph Gilliland
Assoc Lab Director

National
Security

Frank Akers
Assoc Lab Director

Jeffrey Wadsworth
Laboratory Director

Laboratory Director’s Office

Lee Riedinger
Deputy for Science

and Technology

Jeff Smith
Deputy for
Operations

Spallation
Neutron
Source

Thomas Mason
Assoc Lab Director

Computing and
Computational

Sciences

Thomas Zacharia
Assoc Lab Director

Facilities
and

Operations

Herbert Debban
Director

Environment,
Safety,

Health and
Quality

Kelly Beierschmitt
Director

Human
Resources

and Diversity
Programs

Darryl Boykins
Director

Business and
Information

Services

Greg Turner
Chief Financial

Officer

Legal

Steven Porter
General
Counsel

Communications
and Community

Outreach

Billy Stair
Director

Technology
Transfer and

Economic
Development

Alex Fischer
Director

Office of
Strategic
Planning

Erik Pearson
Director
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Ñ $1 billion budget

Ñ DOE’s largest multiprogram
science laboratory

Ñ Nation’s largest energy
R&D laboratory

Ñ Nation’s largest
concentration of open
source materials research

Ñ Building the $1.4 billion
Spallation Neutron Source

Ñ 3700 employees

Ñ 3000 research guests annually

Ñ 18 user facilities

Ñ Very strong university partners

Ñ $300 million modernization
program in progress

Oak Ridge National Laboratory today
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Computing and Computational Sciences
Directorate

Associate Laboratory Director
Thomas Zacharia

Linda Malone, Executive Secretary

Associate Laboratory Director
Thomas Zacharia

Linda Malone, Executive Secretary

Center for
Computational Sciences

Thomas Zacharia
Acting Director

Center for
Computational Sciences

Thomas Zacharia
Acting Director

Matrix Support

Mike Holtzclaw
 Business Manager

Kyle Spence,
Kim Milburn,  Janet Lu

Finance Managers

Kyle Johnson
Staffing Manager

Kevin Trent
HR Manager

Matrix Support

Mike Holtzclaw
 Business Manager

Kyle Spence,
Kim Milburn,  Janet Lu

Finance Managers

Kyle Johnson
Staffing Manager

Kevin Trent
HR Manager

Staff Support
Debbie McCoy
  Administrative Assistant

Human Resources
Nancy Wright
   Human Resources

Staff Support
Debbie McCoy
  Administrative Assistant

Human Resources
Nancy Wright
   Human Resources

Computational
Sciences and
Engineering

Division

Brian Worley, Director

Computational
Sciences and
Engineering

Division

Brian Worley, Director

Networking and
Computing

Technologies Division

Becky Verastegui, Director

Networking and
Computing

Technologies Division

Becky Verastegui, Director

Computer Science
and

 Mathematics
Division

Jeff Nichols, Director

Computer Science
and

 Mathematics
Division

Jeff Nichols, Director

Joint Institute for
Computational Sciences

Thomas H. Dunning, Jr.
Director

Joint Institute for
Computational Sciences

Thomas H. Dunning, Jr.
Director

Effective 12/1/02
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• Develop
- An interagency R&D roadmap for

high-end computing core technologies
- A federal high-end computing capacity

and accessibility improvement plan
- A discussion of issues (with

recommendations where applicable)
relating to federal procurement
of high-end computing systems

• Produce a coordinated, multi-year,
interagency plan to guide future
Federal investments in high-end computing for scientific R&D

• “…Task Force recommendations will be considered in preparing the
President’s budget for FY 2005 and beyond”

• PITAC extended “…PITAC will help guide the administrations efforts
to accelerate the development and adaptation of information
technologies vital for American prosperity in the 21st century”

Advanced scientific computing
is an Administration priority for FY05

!

NSTC
High-End Computing

Revitalization
Task Force

Co-chairs:
Alan Laub (DOE-SC),

John Grosh (DOD)
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ORNL: DOE’s best opportunity
for a high-end computing initiative
Center for
Computational Sciences

• World-class facility on schedule
for summer occupancy

• Internet 2/Abilene membership
enhances connectivity to academia

Next-generation
Cray X1 architecture

• First tutorial drew >100 participants
• $14M in FY04 budget request

Leadership in math and
computer science

• Robert Harrison: Fernbach Award
• Common Component Architecture (CCA):

one of top 10 DOE science achievements
for 2002

Leadership in SciDAC
• Enabling scientific discovery in

biology, climate, fusion, materials
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Vision
• New capability for science

for the Nation
• Focal point for the scientific

research community as it
embraces computing as a peer
to experiment and theory

• Providing the leadership
and organizational
framework needed for
multidisciplinary research

• Focused on critical national
scientific priorities
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Computational science is critical
for success in key national priorities

Computational
design of
innovative

nanomaterials

Nano

Predictive
understanding

of microbial
molecular and

cellular systems

Bio

Full carbon cycle
in climate
prediction

Climate Fusion

Simulation of
burning plasma

(ITER)

Leadership-Class Computing Facility  for Science

Theory, Math, Computer Science
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Our strategy brings resources
together to enable the vision

• Provision ORNL Center for Computational
Sciences as a national user facility for
leadership-class scientific computing

• Create resident world-class computational
science teams to serve as focal point
for key grand challenges for the Nation,
ensuring the Center’s scientific impact

• Work closely with industry in design
of next-generation and experimental
architectures for science

• Build strong collaborations with
academia, industry, and other agencies
in research, education, and training

• Recruit and attract the world’s
best researchers
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Center for Computational Sciences

• Focus on grand challenge science
and engineering applications

• Evaluate new hardware for science
- Develop and evaluate

emerging and unproven systems
and experimental computers

• Deliver leadership-class
computing for DOE science

- Specialized services to
the scientific community:
biology, climate, nanoscale science, fusion

- Principal resource for SciDAC
- Performance improvement for major

scientific simulations (50x by 2005,
1000x by 2008)

• Educate and train the next generation
of computational scientists

IBM Power4:
8th in the world

Cray X1/X2:
Leadership class

computer for
science

IBM Power3:
DOE-SC’s first

terascale system

Intel Paragon:
World’s fastest computer
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On track to deliver leadership-class
Cray system for science

1Q2003 2Q2003 3Q2003 4Q2003 1Q2004 2Q2004 3Q2004

10 TF X1/10 TF RS Hybrid10 TF (640 CPU)3 TF (256 CPU)
Simulator Phase 1 Phase 2 Phase 4

4Q2004 4Q2005 1Q2006

120 TF, 40 TB, 
400 TB 

Phase 3
120 TF X2

Phase 4

X2 architecture 
per DOE apps

Number of processors
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Cray 
X1

IBM 690

One degree problem
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1000TF
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People and partnerships
Attracting the best scientists

Thomas Maier 
Wigner Fellow

Jennifer Ryan
Householder Fellow

Staffing ’01 ’02 ‘03
S&T  15  21  31
Postdocs  58  40  56
Students  34  41  46

Building enduring partnerships
• Interagency partnerships with NSF, NSA, NNSA, NASA, DHS

– Key resource for Intergovernmental Panel on Climate Change (IPCC)
• Joint Institute for Computational Sciences/core universities
• Research Alliance for Minorities
• Strong industrial partnerships with Cray, SGI, IBM
• International collaborations

State-of-the-art connectivity

• ESnet
• Ultranet
• Internet2
• TeraGrid



Questions?

http://www.csm.ornl.gov/Internships/RAM

Contact: Debbie McCoy
mccoydd@ornl.gov
(865) 574-6185


