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Introduction

* Cluster computing has become popular

— Clusters abound!

 Price/performance

— hardware cost decrease in exchange for
administration costs

 Enter the cluster distributions/toolkits
— OSCAR, Scyld, Rocks, ...
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eXtreme TORC powered by OSCAR

* 65 Pentium IV Machines * Disk Capacity: 2.68 TB
* Peak Performance: 129.7 GFLOPS e Dual interconnects

* RAM memory: 50.152 GB - Gigabit & Fast Ethernet
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Cluster Projects
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OSCAR

Open Source Cluster Application Resources

Snapshot of best known methods
for building, programming and
using clusters.

Consortium of academic/research
& industry members.
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Project Organization
* Open Cluster Group (OCGQG)

— Informal group formed to make cluster computing
more practical for HPC research and development

— Membership is open, direct by steering committee

* OCG working groups
— OSCAR
— Thin-OSCAR (diskless)
— HA-OSCAR (high availability)
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OSCAR 2003 Core Members

* Dell * Indiana University
« IBM  NCSA
* Intel * Oak Ridge National Lab

e MSC.Software  Université de Sherbrooke
* Bald Guy Software
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What does OSCAR do?

 Wizard based cluster software installation
— Operating system
— Cluster environment

* Automatically configures cluster components
 Increases consistency among cluster builds
* Reduces time to build / install a cluster

* Reduces need for expertise
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OSCAR: Basic Design

e Use “best known methods”

— Leverage existing technology where possible

e OSCAR framework

— Remote installation facility

— Small set of “core” components
— Modular package & test facility
— Package repositories
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Step 7
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ouilding file list .,, done =
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aehaon install PES HDFS Test - Info | autoupdate
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building file list ,, done _ -
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e A TEST) D] Welcome to the OSCAR wiz;
MAC Ad . When a new MAC address is received on the
network, it will appear in the left column. To assign that MAC address to a
machine highlight the address and the machine and click 'Assign MAC to
Hode'.
Currently Click 'Stop G ' to stop. =
- —~ Oscar Package Configui)
00:50:56 wib:9c B R T——" Step 1: Select OSCAR Packages To Install Help ] ] EHE_NE
El-oscamodel oscar.vmware Step 2: = E=EArE i OSCAR Package Configuration
tho mac - 00:50:56:db:9cea P < b o 4 s e
tho ip - 152.168.55.10 Step 3: Install 0SCAR Server Packages Help
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tho mac = Step 4: Build OSCAR Client Image I Help I - -
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Step 5: Define OSCAR Clients I Help I Config... | Environment SWW: Environment Switcher OSCAR package configuration
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Import MACs from fil Export MACs to file...
Below are commands to create a boot snviranment. Step 7: Complete Cluster Setup | nemp
You can either boot from floppy or network ===
Build Autoinstall Floppy-... Setup Network Boot | @ Dynamic DHCF update Step 8: Test Cluster Setup I Help
- - The following buttons are for managing
your node definitions after the initial install.
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Quit
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Help
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Suite Image IBIEE
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image
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Post Install Action:

Fill out the following fields to build a System Installation
Suite image. If you need help on any field, click the help
toit

Successfully'

: IP Assignment Method: static -
Reset Build Image

oscarimage Help
/root/oscar-2.2/oscarsam|  Choose a File... | Help
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Adding path entries to Jetc/profile
- Updating retclexports

Backing up Jetclexports

Checking For fhome export

Adding /Jhone export

-2 Updating rayncd.conf

Backing up resyncd header stub
Adding hosts allow to file
Ukedated reyncd.conf file

--» Refreshing services

Starting HFS services:

Starting MFS gquotas:

Starting MFS mountd:

Starting HFS dasmon:

Generating SSH1 RSA host key:
Generat.ing SSHZ2 RSA host key:
Generating SSH2 DSA host key:
Starting sshdi

--» Fixing root "dot" files
Making any necessary PATH Fixes tao
Making ang necessary PATH Fixes to
Making ang necessary PATH fixes to
-=» Finished server_prep script
El—) Step 21 Successfully installed

[ root@laptop:~foscar-2.2 - Shell - Konsole \[=][][]
Session Edit View Settings Help
Backing up /eto/profile

Y

[ Donet_[E5]
Successfully
installed
OSCAR
server L ]
[l
Close [ 1
I I L ]
L ]
L ]
L ]
{/root/ bashred
{/root./ ,toshre)
{/root/ .cshrc)

OSCAR server
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OSCAR Summary

 Toolkit / framework to build and maintain
cluster computers.

* Reduce duplication of effort
* Leverages existing tools & methods

* Simplifies process
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C3 Power Tools

e Command-line interface for cluster system
administration and parallel user tools.

e Parallel execution cexec

— Execute across a single cluster or multiple clusters at same time

 Scatter/gather operations cpush/cget
— Distribute or fetch files for all node(s)/cluster(s)

« Used throughout OSCAR and as underlying
mechanism for tools like OPIUM’S useradd
enhancements.
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C3 Power Tools

Example to run hostname on all nodes of default cluster:
S cexec hostname

Example to push an RPM to /tmp on the first 3 nodes
$ cpush :1-3 helloworld-1.0.i386.rpm /tmp

Example to get a file from nodel and nodes 3-6
$ cget :1,3-6 /tmp/results.dat /tmp

* Can leave off the destination with cget and will use the same location as source.
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Goal of the SSS project

Scalable |
Systems
' Software "

“...fundamentally change the way future

high-end systems software is developed to
make it more cost effective and robust.”
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SSS Problem Summary

* Supercomputing centers have incompatible
system software

* Tools not designed for multi-teraflop scale
* Duplication of work to try and scale tools

e System growth vs. administrator growth

Oak Ridge National Laboratory — U.S. Department of Energy
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e Scalable Systems Software

Systems
Software

o ORNL SNL IBM NCSA
Participating ANL LANL Cray PSC
Organizations LBNL Ames Intel SDSC

Problem
» Computer centers use incompatible, R
d hoc set of systems tools esource
- Management

* Present tools are not designed to

A ti
scale to multi-Teraflop systems ccouniing

& user mgmt

Goals

* Collectively (with industry) define
standard interfaces between systems
components for interoperability

» Create scalable, standardized
management tools for efficiently
running our large computing centers System

Monitorin :Zﬁw‘
Impact 2 1 f.._ - system [
« Reduced facility mgmt costs. Jj’[ Sl EB_;U”?_& AN
« More effective use of machines I — onfigure
by scientific applications. sl

Job management

To learn more visit www.scidac.org/ScalableSystems 16



SSS Overview

e Standard interface for multi-terascale tools
— Improve interoperability

— Improve long-term usability & manageability

* Reduce costs for supercomputing centers

« Ultimately more cost effective & robust

Oak Ridge National Laboratory — U.S. Department of Energy
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Resource Allocation & Tracking
System (RATS)

e Whatis RATS?

— Software system for managing resource usage

* Project Team

ETSU ORNL
Smitha Chennu Tom Barron
Mitchell Griffith Rebecca Fahey
David Hulse Phil Pfeiffer
Robert Whitten Stephen Scott
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Motivation for Success!
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Student & Faculty Research Experiences in
High-Performance Cluster Computing

Summer 2003
— 4 undergraduate (RATS)
— 3 undergraduate (RAM)
— 1 faculty sabbatical
— 1 undergraduate
— 2 post-MS (ORISE)
* Spring 2003
— 4 undergraduate (RATS)
— 1 faculty sabbatical
— 3 post-MS (ORISE)
— 1 offsite MS student
— 1 offsite undergraduate
« Fall 2002
— 4 undergraduate (RATS)
— 3 post-MS (ORISE)
— 1 offsite MS student
— 1 offsite undergraduate
Summer 2002
— 3 undergraduate (RAM)
— 3 post-MS
— 1 undergraduate
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Summer 2001

— 1 faculty (HERE)

— 3 MS students (HERE)

— S undergraduate (HERE / ERULF)
Spring 2001

— 1 MS student

— 2 undergraduate
Fall 2000

— 2 undergraduate
Summer 2000

— 1 faculty (HERE)

— 1 MS student (HERE)

— 1 undergraduate (HERE)

— 1 undergraduate (RAM)

— S undergraduate (ERULF)
Spring 2000

— 1 undergraduate (ERULF)
Summer 1999

— 1 undergraduate (ERULF)
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RAM — Summer 2002 & 2003

Cluster Computing Applications Project
Parallelizing BLAST

William Burke
York College, City University of New York

John Mugler & Stephen L. Scott
Oak Ridge National Laboratory

Research Alliance of Minorities (RAM), Computer Science and Mathematics Division:

Docton € occion 2003 A EEEYYY

Compiler Benchmarking:
Performance Comparison on Linux
Clusters

Amara Diggs
York College, City University of New York

Thomas Naughton and Stephen L. Scott
Oak Ridge National Laboratory

Research Alliance of Minorities (RAM), Computer Science and Mathematics Division: Poster Session August 2002

‘ Using Benchmark Testing to
Evaluate Performance of

OSCAR Clusters

Lori Collins
Research Alliance for Minorities
York College City University of New York
Computer Science and Mathematics Division
Thomas Naughton & Stephen L. Scott

OAK RIDGE NATIONAL LABORATORY

/\(\E

Cluster Account Management Program:
CAMP

William Burke
York College, City University of New York

John Mugler and Stephen Scott
Oak Ridge National Laboratory

Research Alliance of Minorities (RAM), Computer Science and Mathematics Division

OAK RIDGE NATIONAL LABORATORY
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DOE Nanoscale Science Research Centers Workshop
Washington, DC February 26-28, 2003

Using Benchmark Testing to
Evaluate Performance of OSCAR

Clusters

Lori Collins
York College City University of New York
DOE Nanoscale Science Research Center

Research Sponsored By:

Research Alliance for Minorities

QOak Ridge National Laboratory

Computer Science and Mathematics Division
Mentors: Thomas Naughton & Stephen L. Scott

OAK RIDGE NATIONAL LABORATORY

U.5. DEPARTMENT OF ENERGY February 27th 2003 UT-BATTELLE
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Preparation for Success!

Personality & Attitude

Adventurous

Self starter

Self learner

Dedication

Willing to work long hours
Able to manage time
Willing to fail

Work experience
Responsible

Mature personal and
professional behavior
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Academic

Minimum of Sophomore
standing

CS major

Above average GPA

Extremely high faculty
recommendations

Good communication skills

Two or more programming
languages

Data structures

Software engineering
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Resources

Open Cluster Group Projects
www.OpenClusterGroup.org/OSCAR
www.OpenClusterGroup.org/Thin-OSCAR
www.OpenClusterGroup.org/HA-OSCAR

OSCAR Development site

sourceforge.net/projects/oscar/

C3 Project Page

www.csm.ornl.gov/torc/C3

SSS Project

www.scidac.org/ScalableSystems

SSS Electronic Notebooks

www.scidac.org/ScalableSystems/chapters.html
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