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ASCR Mission: Steward of
DOE’s Computational Science,
Applied Mathematics, Computer
Science, High-Performance
Computing and Networking
Research for open science.
Deploy and operate high
performance computing user
facilities at LBNL, ANL, and
ORNL

ASCR Vision: Best in class
advancing science and
technological innovation through
modeling and simulation
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http://www.science.doe.gov/ascr
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 High Performance Production Computing Facility

(NERSC)

— Delivers high-end capacity computing to entire DOE SC research
community

— Large number of projects (200 — 300)
— Medium- to very-large-scale projects that occasionally need a
very high capability
— Annual allocations
 Leadership Computing Facilities

— Delivers highest computational capability to national and
International researchers through peer-reviewed Innovative and
Novel Computational Impact on Theory and Computation
program

— Small number of projects (10 — 20)
— Multiple year allocations
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« NERSC (www.nersc.gov)

— 10 Teraflop IBM SP 375 RS/6000 (Seaborg) with
6080 processors, 7.2 terabytes aggregate
memory

— 6.7 Teraflop IBM Power 5 (Bassi) with 888
processors, 3.5 terabytes aggregate memory

— 3.1 Teraflop LinuxNetworx Opteron cluster
(Jacquard) with 712 processors, 2.1 terabytes
aggregate memory

« LCF at Oak Ridge
(nccs.gov/leadership/index.html)

— 119 teraflop Cray XT3/XT4 (Jaguar) with 11,708
dual core AMD Opteron processor nodes, 46
terabytes aggregate memory

— 18.5 Teraflop Cray X1E (Phoenix) with 1,024
multi-streaming vector processors,
« Argonne LCF (www.alcf.anl.gov)

— 5.7 Teraflop IBM Blue Gene/L (BGL) with 2,048
PPC processors
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 ALCF

—100 teraflop IBM Blue Gene/P delivered by end of T By Eerd
FY 2007 i

—250-500 teraflop upgrade to IBM Blue Gene/P in
late 2008

 LCF — Oak Ridge
—Cray XT4 upgraded to 250 TF by end of 2007

—1 Petaflop Cray Baker system to be delivered by
end of 2008

« NERSC

— 100+ teraflop Cray XT4 in operation by October '8
2007
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e Base NERSC Allocations

— Managed by Programs

— New 2008 Call for Proposals — Summer 2007
http://www.nersc.gov/nusers/accounts/allocations/ercap/

Office of S_Cience

 INCITE

— New 2008 Call for Proposals for over 250 Million
processor hours of INCITE allocations should be
announced in mid-May at http://hpc.science.doe.gov


http://www.nersc.gov/nusers/accounts/allocations/ercap/

U.S. Department of Energy
E

>4 Innovative and Novel Computational
/' 4 Impact on Theory and Experiment-

Office of Sci-ence

Advanced Scientific Computing Research Program

* |nitiated in 2004

* Provides Office of Science computing resources to a small
number of computationally intensive research projects of large
scale, that can make high-impact scientific advances through the
use of a large allocation of computer time and data storage

* Open to national and international researchers, including industry

* No requirement of DOE Office of Science funding

* Peer-reviewed

o 2004 Awards: 4.9 Million processor hours at NERSC awarded to
three projects

« 2005 Awards: 6.5 Million processor hours at NERSC awarded to
three projects
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95 Million processor

Nucle‘;mr3 :’:Zysics hours allocate to 45
. ' Astrophysics rojects
Materials |\ 16.62% proj

11.46% _\

Atomic Physics

Industry 0.79%

5.75%

High Energy Physics

11.99%
Chemistry
5.84%
Geosciences
1.05%
Climate
12.12%
Fusion Energy Cor;ztf‘sozlon Office of Science 75>,

1.12% Computer Science s
@WNCITE

Advancing America's Science
and Industrial Competitiveness
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2006 NERSC Utllization by

2%

13%

Discipline

OFusion Energy

B Materials Science

OChemistry

OClimate and Environmental Science

W Accelerator Physics

O Astrophysics

M Lattice QCD

OLife Sciences

M High Energy and Nuclear Physics

W Applied Math and Computer
Science

O Geoscience and Engineering

O Others
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ESnet Spring 2006
Core network 10 Gbhps

EINet {Japan) GEANT
Russia (BINP) - France, Senmmany,
Italy, UK, etc

CAnetd
France
GLORIAD StarTap

(Russia, China) Taiwan (TANet2,
Korea (Kreonet?  ASGCC)

MREN

ESnet future
Core Networks: 40-50 Gbps in 2009, 160-400 Gbps in 2011-2012

Canada Europe CERN (z0 Gbps)
Canada Asia LEANARIE) LEEANT) CERN (20 cbps)
(EANARIE) Pacific GLORIAD 2

i Asia-Pacific

gcience Data
Network Core

Australia

@ Office Of Science Spnnsmdtﬂ) iy “"f’
@ NNSA Sponsored (12)

@ Joint Sponsored (3)

@ Other Sponsored (NSF LIGO, NOAA)
@ Laboratory Sponsored (§)

10 Ghbis SON core

10G/s IP core I
2.5 Gbis IP core —
MAN rings (2 10 Gls) =

E.Sralf IpP l:l;f'll Packet over
SOMET Optical Ring and Hubs

: DC
B 1.' Tulsa _5‘

«_ > commercial and R&E peering points SCiZATMIG22MbE)  ovreoer
I i
5t core hiibe! OC3 (155 Mbis) — Albuq erque
[Abileng] high-speed peering points with Intermet2/Abilene 45 Mbs and less — =

South America
[AMPATH)

Australia

South America Jacksonville

[AMPATH)

® IF core hubs : — Pruductmn IP core (10Ghps)
&P 50N huns N ieusten

¥ mm B B son core (20-30-40Ghps)
@ Primary DOE Labs I MANs (20-60 Ghps) or
E] High Speed Cross connects with InternethAbnene e hackbone loops for site access
@ Possible hubs wes |nternational connections

August 31, 2006 NEWS
ESnet and Internet2 Partner To Deploy Next Generation Network for Scientific Research and Discovery
http://www.es.net/hypertext/esnet.083106-1.html
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