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Panel 1:

International Networking Research:
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Michael Stanton (RNP)
Dimitra Simeonidou (University of Essex)
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University of Essex Panel QUZS tions

0 Updates on outcomes in using international research networks for network research: i.e. how
useful there have been in addressing major network research questions?

0 Identify areas for networking research where the use of large scale (international) networking
facilities can be critical.

I Describe the shape and features of a future research infrastructure (technologies, test-beds,
connectivity, scale).

0 Is there a need for local/national/international test-beds to prototype and demonstrate L1/2
network technologies and functionalities? What would be the main characteristics for such test-
beds?

I Can we create a framework for deploying and test new/early prototype technologies (i.e. nsec
optical switching, slow-light devices, coherent optical devices, optical interconnects etc). What
are the challenges for integrating such devices/systems with the local or wider area operational
network?

I How can we develop formal and structured methods for designing and performing network
experiments over test-beds and operational networks? How can we analyse and interpret
results in a meaningful and comparable way?

[ What will be the role of network virtualisation and federation in develobina and evolvina larae
. Seattle, Sept. 2008 .
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Research Networking for Network Researchers:
A UK Infrastructure for Clean Slate Network Research

Dimitra Simeonidou

Photonic Networks Research Laboratory |
University of Essex
United Kingdom
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Applications

Computing clusters
Storage, visualisation
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University of Essex Southampton ORC Telecommunications

N Recirculating loop
N WDM test bed
B Access (OCDMA) test set up

®  State-of-the-art fibre-based, semiconductor based
switches and amplifiers for ultrafast signals

N High power fibre laser and amplifiers

0 Switching and signal regeneration activities at
ultrahigh bit rates

0 Access to fibre, planar waveguide and fibre Bragg
grating fabrication facilities

u Ultrafast nonlinear optical devices (i.e. Frequency
converters, regenerators)

u Short pulse lasers

] Precision filters

" Dispersion compensators
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University of Essex Service Oriented Optical Network (SOON)
Architecture and. OBS Integration

This work investigates the feasibility of an Automatic-Provisioning of QoS-
enable Application services over an Optical Burst Switching (OBS) installed
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The OBS Network Architecture with SOON
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= QOffer resources (network and data) as service
= Dynamic interaction between service layer and OBS network layer

= To facilitate intelligent discovery, reservation and co-ordination of distributed
resources across the network
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Prototype FPGA with Embedded PowerPC Processor

Architecture of OBS Router Control
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Network Control and Management
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Medical Imaging
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Thank you

dsimeo@essex.ac.uk
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