Project Goals

 To Build a portal framework for Users
and Collaborations that allows

— Easy access to standard Grid
Services

— Integration of arbitrary Grid-Service
based applications

— Tools to compose new applications
from Grid and Web service
components.

— Tools to discover and search
application metadata
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