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Summary

Significant progress has been made by TSI and through TSI’s extensive collaborations with a number of the SciDAC ISICs, as well as with networking groups, to build the computational science infrastructure required for TSI to meet its scientific goals. This infrastructure includes scalable solution algorithms for radiation magnetohydrodynamics, code performance analysis, software engineering, data management, networking, data analysis, and visualization.

Science-Enabling Accomplishments:

(1) We have made significant progress in the development of scalable algorithms to solve the linear algebraic equations that arise from the discretization of the multidimensional neutrino (radiation) transport equations. These algorithms were developed in a joint effort with the TeraScale Supernova Initiative (TSI) and the TOPS  ISIC. Specifically, we have developed a “sparse approximate inverse preconditioner” for multigroup flux-limited diffusion neutrino transport (a sophisticated approximation to Boltzmann neutrino transport) and an “ADI preconditioner” for Boltzmann neutrino transport. (2) Extensive collaboration between TSI and the SDM ISIC has contributed to the development of ASPECT, a user tool for the integration of data management, data analysis, networking, and visualization. TSI has also worked with SDM to develop methods for automating TSI’s “work flows,” which include time consuming data management tasks on TeraBytes of simulation data before these data can be analyzed and then visualized for scientific discovery.       (3) Progress was made in the area of visualization per se. TSI has made very effective use of the state of the art, off the shelf visualization software EnSight. EnSight has been used for TSI production visualization and is driving such visualization on a heterogeneous collection of platforms, including the ORNL PowerWall. In addition, TSI’s simulation data is serving as a testbed for the development of rendering techniques (in some cases in hardware) by groups at UT Knoxville, UC Davis, and LANL for parallel volume rendering and quantitative, interactive visualization on heterogeneous platforms. (4) TSI has continued its collaboration with the LoCI Lab at UTK to deploy Logistical Networking for TSI’s current bulk data transfer needs. Storage depots and the LoRS tools have been put in place at ORNL, SUNYSB, NCSU, UCSD, and NERSC for data transfers between these sites. With this Logistical Networking hardware and software, TSI has been able to achieve routine data transfer rates on existing networks, using TCP/IP protocol, of 200-300 Mbps (and this limit was due to the ORNL firewall). This is an order of magnitude faster than ftp and several times typical LAN bandwidths.
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TSI’s Logistical Network
Higher rates are expected when other networking protocols are used and when the ORNL firewall is not involved in the data transfer. TSI's positive experience with Logistical Networking has led to a trial use of this technology by the fusion community at the Princeton Plasma Physics Laboratory. (5) TSI was selected as the application testbed for a recently funded NSF multi-year project (CHEETAH) to develop a network infrastructure for provisioning dedicated bandwidth channels and the associated transport, middleware, and application technologies to support large scale data transfers and interactive visualization for computational science applications. This work is being done in conjunction with the ORNL networking group and collaborators at the University of Massachusetts at Amherst and the University of Virginia. (6) The instrumentation of our codes with leading performance analysis tools, SvPablo and Tau, proved instrumental in identifying and overcoming performance bottlenecks. In turn, the tools themselves were improved. This work was performed by the PERC ISIC, with extensive input from TSI.  In particular, the PERC ISIC's analysis of AGILE-BOLTZTRAN, TSI's code for general relativistic Boltzmann neutrino transport and neutrino radiation hydrodynamics in spherical symmetry, continued. This analysis led to a significant reduction in the throughput for stellar core collapse simulations that assume spherical symmetry. Runs that used to complete in three weeks now complete in three days.

Plans for FY04 and FY05:

TSI’s principal scientific goals for the next two years will require commensurate leaps in data management, networking, data analysis, and visualization, and they will continue to push the development of algebraic solvers, performance tools, and software engineering, as our simulation needs rapidly escalate. As a result, we plan to continue our extensive collaborations with the TOPS, SDM, and PERC ISICs, and the networking groups at UTK and ORNL, and work more closely with the CCA and TSTT ISICs. 
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