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Higher-Level Network Functionality and 
Performance: Require Radically New Approaches

• Newer network applications continue to push the 
boundaries of network performance:

• It is just not sufficient to provide link rates and 
expect them to be available to applications:
Examples: 
− 1Gbps dedicated connection to a supercomputer does not 

automatically imply that an application will see 1Gbps 
goodput.

− 10Gbps backbone link does not imply 10,000 users will 
see 1Mbps stable throughputs

Job is not done just by lighting up 1/10 Gbps links in these 
cases 
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US Department of Energy Science Networking Needs
(from Roadmap Workshops, 2002-2003)
• Production IP Network Services (web, e-mail, business)

− Robust, secure, many-9’s reliable 24*7 network
− Direct reach to all major DOE facilities and sites
− Peering with other networks for reaching universities and collaborating 

sites
• Support for DOE large-scale, high-impact science applications

− Application areas span the disciplinary spectrum: high energy physics, 
climate, astrophysics, fusion energy, genomics, and others

− Tasks : Moving petabyte data sets, collaborative visualization and 
computational steering

− Capability networking to connect:
• supercomputers 
• storage systems
• experimental facilities
• other end-user sites including universities
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Four Years Later…
• Significant progress made:

− ESnet shared-IP backbone upgraded to 10G
− Multiple lambda MAN rings added
− MPLS tunnels on ESnet - OSCARS
− Multiple 10Gig circuits scheduled on UltraScienceNet

• And a wealth of technology development
− Data-plane – 10Gbps WAN-PHY cost-effective
− Provisioning – VLANs, MPLS/GMPLS, advanced scheduling
− Transport methods – gridftp, Hurricane, bbcp, …
− Interconnects – FiberChannel over IP/SONET/Ethernet
− File systems – pvfs, Lustre, …

With all the progress, n x 10Gbps throughputs should be routine!
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What is wrong with this picture?
1. Climate datasets FedEx’d from ORNL (TN) to NERSC (CA) using hardisks
2. Data for 5-year international normalization of climate codes data shipped by 

wheeled RAID from ORNL (TN)  to Livermore (CA)
3. TSI data on ORNL Cray X1(E) are sent to NCState at 100 Mbps over 1Gbps 

connection
4. Visualizations are still based on available local-only data   (What happened to 

remote visualization of terabyte datasets?)
5. Remote computational monitoring and steering non-existent (Why do scientists 

still throw away runaway computations?)

The capabilities are still not available to scientists: 
Why? There has been a disconnect between researchers who need 

them and those (technology, funds, policy) that can provide them
Bottom line:

The “network” alone will not solve these problems – repeated assertion.
An integrated and comprehensive approach is needed to empower large-

scale applications with next generation networking capabilities
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DOE UltraScience Net DOE UltraScience Net –– In a NutshellIn a Nutshell

Experimental Network Research Testbed:
To support advanced networking and related application technologies for DOE large-
scale science projects

Features
• End-to-end guaranteed 

bandwidth channels
• Dynamic, in-advance, 

reservation and 
provisioning of 
fractional/full lambdas

• Secure control-plane 
for signaling

• Proximity to DOE sites: 
NLCF, FNL,NERSC

• Peering with ESnet, 
NSF CHEETAH and 
other networks
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Application-Level Measurements
Motivation:

Several high-performance networks are being built to provide dedicated 
bandwidth channels to Applications:
− What type of throughput is seen at applications?

• Reasonable Expectation: Throughput is 
− close to channel bandwidth and
− stable if rate-controlled transport is used

• Measurements indicate: throughput is not always the channel 
bandwidth nor has stable dynamics!

Needs Specified by Applications:
End-to-End Application Throughput (EEAT):

For high-bandwidth applications: Channel utilization
For control-application: Transport dynamics

Yes, these aspects are outside the domain traditional networking 
problem space

Transport Transport

application application
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Some Experimental Results on USN 

• Layer-2 double-loopback test:
− Entire USN SONET backbone connected in 16000 mile single 

connection
− 16 hours continuous zero SONET-level errors

• Jitter measurements
− ORNL-SUNNYVALE host-

to-host 1K packets
− round-trip time: 

• mean: 82ms
• jitter: 0.2%
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UltraScienceNet

NSF CHEETAH

1Gbps Dedicated Connection: 
ORNL Cray X1(E) - NSCU orbitty cluster

We thought we were done, but measurements told a different story
single TCP: 5 Mbps
bbcp: 30-40Mbps; 
Hurricane – 400Mbps (no jobs) – 200Mbps (with jobs)

National LeadershipNational Leadership
Class Facility ComputerClass Facility Computer

Problem was with the executional
path within Cray OS
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Throughput Profile
Plot of receiving rate as a function of sending rate

Its precise interpretation depends on:
− Sending and receiving mechanisms
− Definition of rates 

For protocol optimizations, it is important to use its own 
sending mechanism to generate the profile 

Window-based sending process for UDP datagrams:
Send          datagrams in a one step – window size

Wait for          time called idle-time or wait-time

Sending rate at time resolution        : 

This is an adhoc mechanism facilitated by 1GigE NIC
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Throughput Profile: 
Internet Connection - ORNL-LSU
Throughput and loss rates vs. sending rate (window size, cycle time)

Objective: adjust source rate to yield the desired throughput at destination

Typical day Christmas day
Stabilization zone Peak zone
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1Gbps  ORNL-ATL-ORNL Dedicated IP Channel

• Non-Uniform Physical Channel:
• GigE – SONET – GigE
• ~500 network miles

• End-to-End IP Path
• Both GigE links are dedicated to the channel
• Other host traffic is handled through second NIC

• Routers, OC192 and hosts are lightly loaded 
• IP-based Applications and Protocols are readily executed
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2.2 GHz
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GigE

Juniper M160 
Router at ORNL
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UDP goodput and loss profile

Point in horizontal plane: 

Gooput plateau
~990Mbps

Non-zero and random loss rate

High gooput is received at non-trivial loss

( )( ), ( )c sW t T t
Hurricane Protocol was custom-designed to achieve 99% utilization
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Throughput profile: USN ORNL-SUNNYVALE
• Transport measurements between 

linux hosts with 10GigE NICS
− ORNL-SUN host-to-host file 

transfers 4000mile, 10G connection
− Limited by host - Hurricane
− Average throughput 2.3Gbps
− Loss rate < 0.1%

• Bottleneck are disk rates on end 
hosts

Dual Opteron
2.2 GHz

10GE NIC

Dual Opteron
2.2 GHz

10GigE NIC

E300
ORNL

E300
Sunnyvale

CDCI
ORNL

CDCI
Sunnyvale

OC192

10Gbps
data path
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Channel Profiles
• Throughput Profiles

− Provided valuable EEAT information – UDP-based 
transport
• Peak achievable throughput
• Dynamics of throughput

− Transport Protocols can be optimized:
• Need to stabilize the operating point

− HURRICANE Protocol – not flow-friendly; peak utilization
− RUNAT – stochastic maximization of throughput

We need comprehensive channel profiling capability:
• What class of channel profiles are appropriate? 
• How to measure and present them?
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Need Integrated Channel Profiling Capability :
On-line throughput profiles with detailed decomposition

Graphical high-level profile
connection overlaid on map

Annotated statistics and measurements:
connection, link, NIC, host, application

Ability to bring-up individual components
profiles statistics, etc

Tightly-coupled analysis and diagnosis tools
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Measurements
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CDCI
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CDCI
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Conclusions
Network that ensure application-level performance 

represent a New Frontier:
− We are only beginning to understand the needs

• Applications (execution paths, …) and  network services 
(data paths, transport, …) play an integral role

− Very complex task: needs efforts from multiple domains
• Need beyond traditional layer-3 provisioning

− Some layer-2 connections may carry non-IP traffic, eg
FiberChannel

• Both data and executional paths are important

Challenge to Networking Community:
Develop paradigms, approaches and technologies to 
developed networks that ensure application-level 
performance – it is not just OC192/768 anymore!
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