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Good afternoon, everyone. I am Ziming Zheng from Illinois Institute of Technology. My topic is “reliability-aware scalability models for high performance computing.”
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Scalability model

		Systems are getting bigger and faster

		50.2% of high-end systems > 4096 processors [http://www.top500.org] 

		Scalability is a key factor for evaluating, predicting and optimizing the performance

		Amdahl's law and Gustafson's law are well-known scalability models

		Both laws implicitly assume that the application can complete without experiencing any failure



*



Failure is 

commonplace!
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The motivation is due to the reliability issue in HPC systems. Nowadays, HPC systems are getting bigger and faster. In newest top 500 list, 50.2% high end systems have more than four thousands and ninety six processors. In these systems, scalability is a key factor for evaluating, predicting and optimizing application performance. Amdahl’s law [3] and Gustafson’s law are two well known scalability models. Both laws implicitly assume that applications can complete without experiencing any failure. However, with the increasing

scale and complexity of computer systems, failure becomes a commonplace scenario rather than an exception.
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Reliability issue

		Failure becomes a commonplace scenario instead of an exception [B. Schroeder DSN 06]

		Failure rates are more than 1000 per year 

		Failure repair time is up to nearly 100 hours



		Scalability in the presence of failures     scalability in the ideal failure-free environments



		Checkpointing (CKP) has been widely used for reliability





Scalabilty is impacted

 by failures and CKP
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Nowadays, reliability becomes a critical issue in these large-scale systems. As show in Schroeder’s DSN 06 paper, the failure rates are high as more than 1000 per year. And the failure repair time is up to nearly 100 hours. These failures have dramatic impact on the system productivity. Due to the impact of failures, application scalability is quite

different from the ideal failure-free cases.  Meanwhile, Checkpointing (CKP) has been widely used for fault tolerance in high performance computing.



Hence, to comprehensively understand application scalability, it is essential to incorporate the failure and checkpointing factor in the scalability models.
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Outline

		Extend Amdahl’s law and Gustafson’s law 

		Considering failures

		Considering checkpointing



		Assess the models via trace-based simulations 



		Use the models to evaluate fast recovery and proactive failure prevention
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In this study, we derive a set of reliability-aware scalability models by extending Amdahl’s law and Gustafson’s law. Our models take into consideration the impact of failures

on application performance. Both with and without checkpointibg models are studied. To evaluate the accuracy of these models, we conduct tracebased

simulations based on real failures logs from production systems. Experimental results demonstrate that these reliability-aware scalability models can better represent application

performance in a practical failure-present environment, in both checkpoint and no-checkpoint cases.



Furthermore, we use our models to evaluate two fault tolerance technologies, fast recovery and proactive failure prevention using process migration.
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Assumptions

		The time interval between failures on node i is exponentially distributed with an arrival rate of λi



		The failure arrival rate of P nodes is                  (homogeneous systems λP = Pλ)



		Repair time follows a general distribution with a mean of μ and is insensitive to P



		One unit of workload takes one unit of time per node
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For the development of the reliability-aware scalability models, we make several assumptions. First, the time interval

between failures on node i is exponentially distributed with

an arrival rate of λi. Second, the failure of a node can lead to the crash of the entire application. So The failure arrival rate of P nodes is the sum of λi. In homogeneous systems λa = Pλ. Third, the repair time follows a general distribution with a mean of μ and insensitive to P. Finally the overhead of coordinate checkpointing equals I/O overhead+message passing overhead. For Amdahl’s law, the Ockp = a + bP , where a is I/O overhead and bP denotes message passing overhead. For Gustafson’s law, Ockp = aP + bP.
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Nomenclature

A: Amdahl’s model; f: under failure; c: with checkpointing

		P		Number of computing nodes or processes 

		λi		Failure arrival rate of node i

		λP		Failure arrival rate of the P nodes allocated to the application(hour)

		μ		Mean-Time-To-Recover(MTTR) (hour)

		W		Application workload, the application failure-free operation count on a single node

		W ’		The scaled workload on a single node

		Wp		The parallel workload

		α		The fraction of the application that can be parallelized

		Ockp		Checkpoint overhead (hour)

		Τ		Checkpoint interval (hour)

		SA		Amdahl’s scalability model without checkpointing

		SfA		Agumented Amdahl’s scalability model without checkpointing

		Sf,cA		Agumented Amdahl’s scalability model with checkpointing

		SG		Gustafson’s scalability model without checkpointing

		SfG		Agumented Gustafson’s scalability model without checkpointing

		Sf,cG		Agumented Gustafson’s scalability model with checkpointing
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Amdahl’s law

		Gene M. Amdahl, “Validity of the Single-Processor Approach to Achieving Large Scale Computing Capabilities”, 1967

		Amdahl’s law (Amdahl’s speedup model)

























Work:1
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According to Amdahl’s law, failure-free parallel execution time is Wp = (1 − α)W +αW/P, where W is the workload and α is the fraction of the application that can be parallelized.

So the fixed-size speedup SA is defined as the W divided by Wp.
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Agumented Amdahl’s model W/O checkpointing

		Without checkpointing, when a failure occurs the application will roll back to the beginning











		Expected time under failure











Recovery

Roll back



recovery





work loss



Failure
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		SA is a special case of SfA  when  μ = 0, λP = Pλ, 1/Pλ>>Wp









 



		In a failure-prone environment, SfA  is different from SA

		SA is independent of  W

		SfA exponentially decreases with the growth of W 

		Application with high workload is more vulnerable to failures 



Augmented Amdahl’s model W/O checkpointing
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Augmented Amdahl’s model W/ checkpointing

		Upon a failure the application will be restarted from the most recent checkpoint







		Daly’s model is adopted to estimate the expected parallel execution time with checkpointing E(Tf,c(Wp))         
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Augmented Amdahl’s model W/ checkpointing









		Sf,cA is independent of W



		Checkpointing is helpful to maintain application scalability with high workload
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A Use Scenario

		SA is monotonically increases with the growth of P,  with an upper bound of  

		SfA and Sf,cA may decrease with the growth of P 



		Reliability-aware models can 



identify the optimal P



		Checkpointing increases the 



maximal achievable speedup





Maximal speedup
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Gustafson’s law



		J. Gustafson, “Reevaluating Amdahl’s law”, 1988

		Fix-time speedup

		Emphasizes on the amount of workload that can be finished in a fixed time











		SG is independent of W and linearly grows with P.
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workload: (1-a)+aP







workload: 1
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What view changed the industries to move into large-scale manufacturing? Scalable computing.
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Augmented Gustafson’s model W/O checkpointing

		As W increases, the application gets more vulnerable to failures

		useful workload (per node) = W − work loss − recovery

		scaled workload W’= useful workload − (1 − α)W
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Augmented Gustafson’s model W/O checkpointing

		 SG is a special case of        when  μ = 0, λa = Pλ, 1/Pλ>>W











		Without these conditions, SfG  is different from SG

		SG is independent of W

		SfG decreases with the growth of W

		work loss and recovery time significantly increase with the growth of W
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Augmented Gustafson’s model W/ checkpointing

		useful workload=W − work loss − recovery − overhead









		scaled workload W’=achievable workload − (1 − α)W







 



		Sf,cG is independent of W
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A Use Scenario

		SG scales linearly with the number of nodes P

		SfG and Sf,cG are limited by failures and may decrease with the growth of P 



		Reliability-aware models can 



identify the optimal P



		Checkpoint increases the 



 maximal achievable speedup





Maximal speedup
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Outline

		Extend Amdahl’s law and Gustafson’s law 

		Considering failures

		Considering checkpointing



		Assess the models via trace-based simulations 



		Use the models to evaluate fast recovery and proactive failure prevention
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In this study, we derive a set of reliability-aware scalability models by extending Amdahl’s law and Gustafson’s law. Our models take into consideration the impact of failures

on application performance. Both with and without checkpointibg models are studied. To evaluate the accuracy of these models, we conduct tracebased

simulations based on real failures logs from production systems. Experimental results demonstrate that these reliability-aware scalability models can better represent application

performance in a practical failure-present environment, in both checkpoint and no-checkpoint cases.



Furthermore, we use our models to evaluate two fault tolerance technologies, fast recovery and proactive failure prevention using process migration.
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Evaluation

		Trace-based simulations to compare percentage prediction errors





		User provides the application-level parameters: workload W and the fraction α

		The system-level parameters are obtained from the trace fed into the simulator

		The failure trace is from a production system (system #8) at Los Alamos National Lab (128 nodes with similar failure rates)
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Augmented vs. Original Amdahl’s Models

		Without checkpoint  SA(W/O CKP) vs. SfA

		SfA is much more accurate than SA 

		Further, as W increases the accuracy of SA decreases dramatically

		With checkpoint SA(W/ CKP) vs. Sf,cA

		The accuracy of Sf,cA outperforms SA

		









Percentage prediction errors
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Augmented vs. Original Amdahl’s Models

		SA vs. SfA  and Sf,cA with different α

		The accuracy SA is low when α is small

		Even if α=0.999, application scalability under failures is still distinct from its scalability in the ideal failure-free environments





Percentage prediction errors
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Augmented vs. Original Amdahl’s Models

		Compared to SA, SfA and Sf,cA can better model application scalability in real environments

		The gap between SA and the actual measurement becomes larger with the growth of P.



Simulation results
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Augmented vs. Original Gustafson’s Models

		Without checkpoint  SG(W/O CKP) vs. SfG

		The useful workload in a failure-present environment is much less than that in an ideal failure-free environment





		With checkpoint SG(W CKP) vs. Sf,cG

		The  useful workload is not achievable as SG due to the inevitable recovery process, work loss and checkpoint overhead 









Percentage prediction errors
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Augmented vs. Original Gustafson’s Models

		SG vs. SfG  and Sf,cG with different α

		SfG  and Sf,cG outperform SG

		The error decreases with the growth of α

		





Percentage prediction errors
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Augmented vs. Original Gustafson’s Models

		SfG  and Sf,cG can better represent application scalability 

		The gap between SG and the actual measurement becomes larger with the growth of P

		





Simulation results
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Outline

		Extend Amdahl’s law and Gustafson’s law 

		Considering failures

		Considering checkpointing



		Assess the models via trace-based simulations 



		Use the models to evaluate fast recovery and proactive failure prevention
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In this study, we derive a set of reliability-aware scalability models by extending Amdahl’s law and Gustafson’s law. Our models take into consideration the impact of failures

on application performance. Both with and without checkpointibg models are studied. To evaluate the accuracy of these models, we conduct tracebased

simulations based on real failures logs from production systems. Experimental results demonstrate that these reliability-aware scalability models can better represent application

performance in a practical failure-present environment, in both checkpoint and no-checkpoint cases.



Furthermore, we use our models to evaluate two fault tolerance technologies, fast recovery and proactive failure prevention using process migration.
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Use of the models to assess fast recovery

		Fast recovery can reduce MTTR

		Without checkpointing, fast recovery can not significantly improve application scalability

		With checkpointing, fast recovery can significantly improve application scalability
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Use of the models to assess failure prediction

		Based on failure prediction, proactive actions can prevent failure experiencing and avoid rollbacks

		Prediction accuracy









		











		Actual Data

		Predicted Result		Fatal		Non-Fatal

		Positive		TP		FN

		Negative		FP		TN
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Use of the models to assess failure prediction

		Recall can not only prevent work loss, but also reduce the frequency of checkpointing

		Precision only reduces unnecessary process migration overhead
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Conclusions

		Have derive new reliability-aware scalability models by extending Amdahl’s law and Gustafson’s law 

		considering failures and fault tolerance techniques



		Trace-based simulations have demonstrated that these  models can better represent application scalability in failure-present environments



		The models can be used to demonstrate the benefits of fast recovery and proactive failure prevention via process migration
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Thank you, and welcome to visit our project website. Any question, please?
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Scalability model
Systems are getting bigger and faster

50.2% of high-end systems > 4096 processors 
[http://www.top500.org]

Scalability is a key factor for evaluating, predicting and 
optimizing the performance
Amdahl's law and Gustafson's law are well-known 
scalability models
Both laws implicitly assume that the application can 
complete without experiencing any failure

Failure is 
commonplace!
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Reliability issue
Failure becomes a commonplace scenario instead of an 
exception [B. Schroeder DSN 06]

Failure rates are more than 1000 per year 
Failure repair time is up to nearly 100 hours

Scalability in the presence of failures     scalability in the 
ideal failure-free environments

Checkpointing (CKP) has been widely used for reliability

≠

Scalabilty is impacted
by failures and CKP
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Outline
Extend Amdahl’s law and Gustafson’s law 

Considering failures
Considering checkpointing

Assess the models via trace-based simulations 

Use the models to evaluate fast recovery and proactive 
failure prevention

Workshop on HPC Resiliency 2009
10/11/2009 44



Assumptions
The time interval between failures on node i is 
exponentially distributed with an arrival rate of λi

The failure arrival rate of P nodes is                  
(homogeneous systems λP = Pλ)

Repair time follows a general distribution with a mean of 
µ and is insensitive to P

One unit of workload takes one unit of time per node

∑
=

=
P

i
iP

1
λλ
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Nomenclature
P Number of computing nodes or processes 

λi Failure arrival rate of node i

λP Failure arrival rate of the P nodes allocated to the application(hour)

µ Mean-Time-To-Recover(MTTR) (hour)

W Application workload, the application failure-free operation count on a single node

W ’ The scaled workload on a single node

Wp The parallel workload

α The fraction of the application that can be parallelized

Ockp Checkpoint overhead (hour)

Τ Checkpoint interval (hour)

SA Amdahl’s scalability model without checkpointing

Sf
A Agumented Amdahl’s scalability model without checkpointing

Sf,c
A Agumented Amdahl’s scalability model with checkpointing

SG Gustafson’s scalability model without checkpointing

Sf
G Agumented Gustafson’s scalability model without checkpointing

Sf,c
G Agumented Gustafson’s scalability model with checkpointing

A: Amdahl’s model; f: under failure; c: with checkpointing
Workshop on HPC Resiliency 2009
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Amdahl’s law
Gene M. Amdahl, “Validity of the Single-Processor 
Approach to Achieving Large Scale Computing 
Capabilities”, 1967
Amdahl’s law (Amdahl’s speedup model)
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Agumented Amdahl’s model W/O checkpointing

Without checkpointing, when a failure occurs the 
application will roll back to the beginning

Expected time under failure
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Augmented Amdahl’s model W/O checkpointing

SA is a special case of Sf
A when µ = 0, λP = Pλ, 1/Pλ>>Wp

In a failure-prone environment, Sf
A is different from SA

SA is independent of  W
Sf

A exponentially decreases with the growth of W 
Application with high workload is more vulnerable to failures 
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Augmented Amdahl’s model W/ checkpointing
Upon a failure the application will be restarted from the 
most recent checkpoint

Daly’s model is adopted to estimate the expected 
parallel execution time with checkpointing E(Tf,c(Wp))         
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Augmented Amdahl’s model W/ checkpointing
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Sf,c
A is independent of W

Checkpointing is helpful to maintain application 
scalability with high workload
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A Use Scenario
SA is monotonically increases with the growth of P, with 
an upper bound of 
Sf

A and Sf,c
A may decrease with the growth of P

Reliability-aware models can 
identify the optimal P

Checkpointing increases the 
maximal achievable speedup

α−1
1

Maximal speedup
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Gustafson’s law

J. Gustafson, “Reevaluating Amdahl’s law”, 1988
Fix-time speedup

Emphasizes on the amount of workload that can be 
finished in a fixed time

SG is independent of W and linearly grows with P.

1-a a

1-a a*P

workload: (1-a)+aP

workload: 1

P
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WPWS G αααα
+−=
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= 1)1(



Augmented Gustafson’s model W/O checkpointing

As W increases, the application gets more vulnerable to 
failures
useful workload (per node) = W − work loss − recovery
scaled workload W’= useful workload − (1 − α)W
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Augmented Gustafson’s model W/O checkpointing

SG is a special case of when  µ = 0, λa = Pλ, 1/Pλ>>W

Without these conditions, Sf
G is different from SG

SG is independent of W
Sf

G decreases with the growth of W
work loss and recovery time significantly increase with the 
growth of W
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Augmented Gustafson’s model W/ checkpointing
useful workload=W − work loss − recovery − overhead

scaled workload W’=achievable workload − (1 − α)W

Sf,c
G is independent of W
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A Use Scenario
SG scales linearly with the number of nodes P
Sf

G and Sf,c
G are limited by failures and may decrease with 

the growth of P 

Reliability-aware models can 
identify the optimal P

Checkpoint increases the 
maximal achievable speedup

Maximal speedup
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Outline
Extend Amdahl’s law and Gustafson’s law 

Considering failures
Considering checkpointing

Assess the models via trace-based simulations

Use the models to evaluate fast recovery and proactive 
failure prevention
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Evaluation
Trace-based simulations to compare percentage 
prediction errors

User provides the application-level parameters: 
workload W and the fraction α
The system-level parameters are obtained from the 
trace fed into the simulator

The failure trace is from a production system (system #8) at Los
Alamos National Lab (128 nodes with similar failure rates)

simulation
simulationprediction −

=error prediction percentage
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Augmented vs. Original Amdahl’s Models

Without checkpoint  SA(W/O CKP) vs. Sf
A

Sf
A is much more accurate than SA

Further, as W increases the accuracy of SA decreases 
dramatically

With checkpoint SA(W/ CKP) vs. Sf,c
A

The accuracy of Sf,c
A outperforms SA

Percentage prediction errors
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Augmented vs. Original Amdahl’s Models

SA vs. Sf
A and Sf,c

A with different α
The accuracy SA is low when α is small
Even if α=0.999, application scalability under failures is still 
distinct from its scalability in the ideal failure-free environments

Percentage prediction errors

Workshop on HPC Resiliency 2009
10/11/2009 21



Augmented vs. Original Amdahl’s Models
Compared to SA, Sf

A and Sf,c
A can better model application 

scalability in real environments
The gap between SA and the actual measurement becomes 
larger with the growth of P.

Simulation results
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Augmented vs. Original Gustafson’s Models
Without checkpoint  SG(W/O CKP) vs. Sf

G

The useful workload in a failure-present environment is much 
less than that in an ideal failure-free environment

With checkpoint SG(W CKP) vs. Sf,c
G

The  useful workload is not achievable as SG due to the 
inevitable recovery process, work loss and checkpoint overhead 

Percentage prediction errors
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Augmented vs. Original Gustafson’s Models
SG vs. Sf

G and Sf,c
G with different α

Sf
G and Sf,c

G outperform SG

The error decreases with the growth of α

Percentage prediction errors
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Augmented vs. Original Gustafson’s Models
Sf

G and Sf,c
G can better represent application scalability 

The gap between SG and the actual measurement 
becomes larger with the growth of P

Simulation results
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Outline
Extend Amdahl’s law and Gustafson’s law 

Considering failures
Considering checkpointing

Assess the models via trace-based simulations 

Use the models to evaluate fast recovery and proactive 
failure prevention
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Use of the models to assess fast recovery
Fast recovery can reduce MTTR

Without checkpointing, fast recovery can not significantly 
improve application scalability
With checkpointing, fast recovery can significantly improve 
application scalability
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Use of the models to assess failure prediction
Based on failure prediction, proactive actions can prevent 
failure experiencing and avoid rollbacks
Prediction accuracy
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Use of the models to assess failure prediction
Recall can not only prevent work loss, but also reduce 
the frequency of checkpointing
Precision only reduces unnecessary process migration 
overhead
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Conclusions
Have derive new reliability-aware scalability models by 
extending Amdahl’s law and Gustafson’s law 

considering failures and fault tolerance techniques

Trace-based simulations have demonstrated that these  
models can better represent application scalability in 
failure-present environments

The models can be used to demonstrate the benefits of 
fast recovery and proactive failure prevention via 
process migration
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