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Oak Ridge National Laboratory
• Fact Sheet

– Location: Oak Ridge, Tennessee
– DoE’s largest science & energy laboratory
– Managed by UT-Battelle since April 2000
– Established in 1943, part of the Manhattan Project
– Staff: >4,200
– Hosts ~3,000 guest research annually (>2wks)
– ORNL Funding >$1 billion

• ORNL’s six mission roles
– Neutron science
– Energy
– High-performance computing
– Systems biology
– Materials Science at the nanoscale
– National Security
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National Center for Computational Sciences

 40,000 ft2 (3700 m2) computer center:
 36-in (~1m) raised floor, 18 ft (5.5 m) deck-to-deck
 12 MW of power with 4,800 t of redundant cooling
 High-ceiling area for visualization lab:

 35 MPixel PowerWall, Access Grid, etc.

 3 systems in the Top 500 List of Supercomputer Sites:
 Jaguar:   10. Cray XT3,      MPP with 5212 Procs./10 TByte ð  25 TFlop/s.
 Phoenix:  17. Cray X1E,      Vector with 1024 Procs./  4 TByte ð  18 TFlop/s.
 Cheetah: 283. IBM Power 4,     Cluster with   864 Procs./  1 TByte ð 4.5 TFlop/s.
 Ram:            SGI Altix,      SSI with   256 Procs./  2 TByte ð 1.4 TFlop/s.
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NCCS: At Forefront in Scientific
Computing and Simulation

 Leading partnership in developing the National Leadership 
Computing Facility

 Leadership-class scientific computing capability

   54 TFlop/s in 2006 (recent upgrade)

 100 TFlop/s in 2006 (commitment made)

 250 TFlop/s in 2007 (commitment made)

     1 PFlop/s in 2008 (proposed)

 Attacking key computational challenges
 Climate change

 Nuclear astrophysics

 Fusion energy

 Materials sciences

 Biology



  Current work at ORNL
       System Research Team



Our group at ORNL

• The main goal of our team is to do R&D in system software

• Applied research, implementing prototypes is important & leads 
to the development of tools.

• Looking at cluster computing, and HA & FT as applies to HPC.

• ORNL working toward DoE initiative of petascale computing
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Reliability issues: 
• How to deal with hardware failures and 

system failures?
• How to keep the application “alive”?

Scalability issues: 
• How to scale system and user 

applications?

Manageability issues: 
• How to simplify machine 

configuration and management?

OS/RTE issues: 
• What OS and RTE?
• How to exploit multicore?

Production

Environment
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LDRD’07: Project Objectives

• Enable a manageable as well as scalable system and 
application deployment.

• Provide a flexible way for applications to specifically 
define their runtime environment requirements.

• Offer the highest level of system usability and reliability.
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LDRD’07: Proposed Solution

• Use system virtualization technology to:

− Develop a lightweight, scalable, and fault tolerant runtime 
environment that enables efficient utilization of petascale 
high-end computing systems.

− Implement system management tools that increase 
productivity of application development and deployment 
on petascale systems.
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Virtualization Technologies

• Application/Middleware
− Software component frameworks

• Harness, Common Component Architecture

− Parallel programming languages & environments
• PVM, MPI, Co-Array Fortran

− Serial programming languages & environments
• C, POSIX (Processes, IPC, Threads)

• OS/VM
− VMWare, Virtual PC, Virtual Server, and Qemu

• Hypervisor
− Xen, Denali

• Hardware
− OS Drivers, BIOS, Intel VT, AMD-V (Pacifica)

OS/VM

Virtual Machine Monitor
(Hypervisor)

Hardware

Application/Middleware
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Emerging System-Level Virtualization

• Hypervisors

− OS-level virtual machines (VMs)

− Para-virtualization for performance gain

• Intercept and marshal privileged instructions issued by the 
guest machines

− Example: Xen + Linux

• HPC using virtualization

− Example: Xen + Linux cluster + Infiniband (OSU/IBM)

• Hypervisor (Host OS) bypass directly to IB
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Why Hypervisors in HPC?

• Improved utilization

− Users with differing OS requirements can be easily satisfied, e.g., Linux, Catamount, 
others in future.

− Enable early access to petascale software environment on existing smaller systems.

• Improved manageability

− OS upgrades can be staged across VMs and thus minimize downtime.

− OS/RTE can be reconfigured and deployed on demand.

• Improved reliability

− Application-level software failures can be isolated to the VMs in which they occur.

• Improved workload isolation, consolidation, and migration 

− Seamless transition between application development and deployment using 
petascale software environment on development systems.

− Proactive fault tolerance (pre-emptive migration) transparent to OS, runtime, and 
application.
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What about Performance?

• Today hypervisors cost around 4-8% CPU time.

• Improvements in hardware support by AMD and Intel will 
lessen this impact.

• Proactive fault tolerance improves efficiency:

− Non-stop computing through pre-emptive measures

− Significant reduction of checkpoint frequency

• Xen-like Catamount effort by Sandia/UNM to use Catamount as 
a HPC hypervisor.
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Virtual System Environment

• Powerful abstraction concept that encapsulates OS, 
application runtime, and application.

• Virtual parallel system instance running on a real HPC system 
using system-level virtualization.

• Addressed key issues:

− Usability through virtual system management tools

− Partitioning and reliability using adaptive runtime

− Efficiency and reliability via proactive fault tolerance

− Portability and efficiency through Hypervisor + Linux/Catamount



System-level Virtualization
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Why Virtualization?

• Decouple hardware for operating system

• Customization of execution environment 

• Computing on-demand

• High Availability
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System-Level Virtualization

• First research in the domain, 
Goldberg – 73
− type-I virtualization
− type-II virtualization

• Xen created a new real interest
− performance (para-virtualization)
− open source
− Linux based

• Interest for HPC
− VMM-bypass
− network communication 

optimization
− etc.

Hardware

Host OS

VMM

VM VM

Hardware

VMM

Host OS VM VM

Type I Virtualization

Type II Virtualization



Virtual Machines
• Basic Terminology

− Host OS: the OS running on physical machine

− Guest OS: the OS running in a virtual machine

• Today different approaches
− full-virtualization: run an un-modified OS

− para-virtualization: modification of OS for performance

− emulation: host OS & guest OS can have different architecture

− hardware support: Intel-VT, AMD-V



System-level Virtualization Solutions

• Number of solutions
− Xen, QEMU, KVM, VMWare

• What to use in what case?
− Type-I virtualization: performance

− Type-II virtualization: development



Type-I: Design

x86 Architecture – Execution Rings

Kernel

Applications

 x86 Architecture – “Modified” Execution Rings

Kernel
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Type-I: Hypervisor
• X86 execution rings provide hardware protection
• ring 0 – Hypervisor runs in this ring
• ring 1 – Kernels run in this ring

− Must defer to hypervisor to execute protected instructions
− Hypervisor needs to “hijack” protected processor instructions

• Para-virtualization: Hypervisor calls (hypercalls) similar to syscalls
− Overhead for all hypercalls

• ring 3 – Applications run in this ring (no modification)



Type-I: Device Drivers
• Device drivers typically not included in the hypervisor
• Couple Hypervisor + Host OS

− host OS includes drivers (used by hypervisor)

− VMs access hardware via the Host OS

Source: Barney Maccabe



Type-I:  Hardware Support

• Create a hardware 

“virtualized context”

• Transition from VM mode to

 “Hypervisor mode”
− save registers

− context switch (similar to process 
switch in a traditional OS)

• Current implementations 
− Intel-VT
− AMD-V

Kernel

Applications

Hypervisor

Ring 0

Ring 1

Ring 2

Ring 3



Type-II: Design

• Simpler model
− Host OS and the Hypervisor are “stacked”
− No modifications to OSes
− Provide a BIOS simulation

• Well suited for architecture emulation
− ex. PPC on x86_64

• Less efficient than type-I virtualization
− especially to para-virtualization

Hardware

Host
OS

VMM

VM

Read Page

Translate
Address

Read Physical
Memory Page



Example of Type-I: Xen

• Xen: para-virtualization (type-I)
− Pro: good performances for computation

− Con: overhead for I/O, modification of the Linux kernel, 
increasing complexity (driven by ASP market, different needs), 
not a full virtualization of the system



Examples of Type-II
• VMWare (Workstation): full-virtualization (type-II)

− Pro: mature, reasonable desktop performance

− Con: still difficult to adapt (not open source), 

not really suitable for HPC

• QEMU: full-virtualization (type-II)
− Pro: open source, performance similar to VMWare, supports a 

lot of architectures

− Con: performance not suitable for HPC

• KVM: full-virtualization (type-II)
− Pro: open source, maintained by the Linux community

− Con: Linux as Hypervisor (size)



System Management
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Management of Virtualized Environments

• Current issues similar to real systems:
− how to deploy a VM?

− how to configure a VM?

− How to deploy multiple VMs?

• Reduce complexity (hide technical details), 

a VM is just:
− an architecture

− some NICs

− some memory

− etc.



Virtualization Solutions - Introduction

• Users 
− Do not want to deal with technical details

− Want to specify VM via high-level description 

(memory, disk, NICs, etc.)

• Virtualization solutions have different benefits
− Xen: performance

− QEMU: full system emulation, eases developments



Virtual Cluster Management

• Goals
− Host OS management

− Definition of images for VMs (which may deeply differ )

− Deployment of VMs

− Hide technical details associated to each virtualization solution

− “Avoid re-invention of wheels…”

• OSCAR-V
− OSCAR extensions for management of VMs

− Integrates libV3M & V2M with OSCAR



Standard OSCAR



 OSCAR Overview
• Framework for cluster management

− simplifies installation, configuration and operation

− reduces time/learning curve for cluster build
− requires: pre-installed headnode w. supported Linux distribution

− thereafter: wizard guides user thru setup/install of entire cluster

• Package-based framework
− Content:  Software  +  Configuration, Tests, Docs

− Types:
− Core:  SIS, C3, Switcher, ODA, OPD, APItest, Support Libs

− Non-core: selected & third-party (PVM, LAM/MPI, Torque, …)

− Access: repositories accessible via OPD/OPDer



What does OSCAR do?

• Wizard based cluster software installation
–  Operating system
–  Cluster environment

• Automatically configures cluster components

• Increases consistency among cluster builds

• Reduces time to build / install a cluster

• Reduces need for expertise



OSCAR-V
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OSCAR-V
• Enhancements needed to support virtual clusters

− OSCAR-core modifications

− Create OSCAR Packages for virtualization solutions

− Integrate scripts for automatic installation & configuration

• Differences in virtualization solutions
− Must provide an abstraction layer 

− Enable easy switch between virtualization solutions

− High-level definition & management of VMs
• Mem/cpu/etc.
• Start/stop/pause
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(1) Host OS
Installation

(2) OPKG
Selection
for VMs

(3) Image
Creation
for VMs

(4) Definition of
Virtual Compute Nodes

(5) Definition of
VMs' MAC Addresses

(6) Assign
VMs to 

Host OSes



Description of Steps (1)

Initial setup
1. Install supported distro headnode (host) 
2. Download/setup OSCAR & OSCAR-V

• oscar: untar oscar-common, oscar-base, etc. & copy distro RPMs
• oscar-v: untar, run ‘make install’

3. Start Install Wizard
• run './oscarv $network_interface' and follow setups



Description of Steps (2)

Steps for OSCAR-V
Step 1: Install Host OSes 

        - physical nodes in cluster / standard OSCAR install
                  * Note, select new virtualization packages: Xen & V2M

Step 2: Select packages to put "inside" the virtual machine(s)
Step 3: Build image for virtual machines
Step 4: Define virtual compute nodes
Step 5: Assign MACs to virtual nodes (defined in Step#4)
Step 6: Assign virtual nodes to (physical) Host OS 

& click "Deploy the Virtual Cluster" to tranfer 
image & boot VM



VM Profile Management
• Concept of profiles

− for VMs, a profile is : memory, disk, OS, NICs, network 
configuration

− for virtual distributed system, a profile is: a set of profiles of 
virtual machines

VM Specification
(GUI)

User Profile
(XML file)

VM software
configuration

VM or set of VMs

User
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Virtual Machine Abstraction

• Provide a simple, human readable VM specification

<?xml version="1.0"?>
<!DOCTYPE profile PUBLIC "" "xen_vm.dtd">
<profile>
        <name>test</name>
        <image size="500">/home/gvallee/vms/test.img</image>
        <nic1>
                <mac>00:02:03:04:05:06</mac>
        </nic1>
</profile>
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V2M – Virtual Machine Management

High-Level Interface 
(vm_create, create_image_from_cdrom, 
create_image_with_oscar, vm_migrate,

vm_pause, vm_unpause)

Virtualization Abstraction

Qemu Xen VMWare ... V3M
Back-ends

V3M
Front-end

V2M
(Virtual Machine Management

Command Line Interface)

KVMs
(GUI for Linux - KDE/Qt)

Applications
based on
libv3m



V3M - Functionality

• Check the system (files/tools)
• Check the profile (validation)
• Create configuration scripts for VM management
• Provide simple interface for VM management: 

− Boot, image management, status

• Switch to a new virtualization solution
− only change the “type”



V3M - Supported Features Summary

Supported 
Features

Xen (para-
virtualization)

Xen (full-
virtualization) Qemu VMWare

VM Instantiation Yes Yes Yes Yes
VM Image Creation Yes Yes Yes No
Installation via 
CDROM

n/a Yes Yes No

Installation via 
OSCAR

Yes Yes Yes No

VM migration Yes Experimental No No
VM pause/unpause Yes Experimental Experimental Experimental
Virtual Disk Yes Yes Yes Yes
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OSCAR Modifications for OSCAR-V

• SystemConfigurator modification
− Used after the image copy on the remote node to do local 

configuration (IP, hostname, etc.)
− Goal: support Xen specific GRUB entries

title Xen system
root             (hd0,0)
kernel /boot/xen.gz dom0_mem=131072
module /boot/vmlinuz-2.6.12-dom0 root=/dev/sda1 ro
module /boot/initrd.img-2.6.12

− Add a new option to specify “module” options
− Integrated in SystemConfigurator trunk

• kernel_picker modification
− Allow one to include a specific kernel within an image
− Setup a specific SystemConfigurator configuration file
− Add a new option to specify “module” options
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Image Management

• One OSCAR package is available

• automatically includes the 
kernel (optional)

• automatically setups the 
environment

• OSCAR can be used to define VMs

• setup the number of VMs

• MAC addresses

• IPs

Virtual MachinesHost OS

• OSCAR packages (OPKG) are 
available

• Xen case: Xen hypervisor, Xen 
kernels (dom0, domU), Xen tools

• Use the unmodified OPKG/OPD 
mechanism

• automatically add software 
components

• automatically setup the 
virtualization solution

• Current limitation

• only REHL, CentOS, Fedora Core 
are currently supported

Virtual Machines may be deployed
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Para-virtualization Case

• Para-virtualization does not allow a full boot sequence of 
the VMs

• A netboot simulation has been implemented
− a basic image is booted-up

− this image acts like a bootable OSCAR CDROM

• Limitations
− it is not strictly the SystemImager deployment procedure

− currently based on a standard Linux distribution: the image used 
for netboot is pretty big (about 300MB using Debian)
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Para-virtualization - Network Boot

• Para-virtualization avoids a boot 
sequence

− PXE not supported
− EtherBoot not supported

• Creation of a fake “OSCAR boot 
sequence”

− minimal Xen image
− similar idea of a bootable CD

Host OS HeadnodeVirtual Network Boot
(Virtual Machine)

Boot sequence

Compute 
Node

(Virtual 
Machine)

DHCP

xm create netboot
(creation of a virtual
machine for netboot
emulation)

mkfs (disk formating)

mount disk partition

rsync (server, image name)

Systemconfigurator

Halt
xm create node
(creation of the virtual
compute node)

Boot sequence

Set IP Address

Transfer Image

get cluster configuration
get server IP

Return cluster
config

get OSCAR image name
get hostname

Return node
configget OSCAR config script



OSVAR-V Summary
• Capability to create image for Host OSs

− minimal image

− take benefit of OSCAR features for the deployment

− automatic configuration of system level virtualization solutions

− complete networking tools for virtualization solutions

• Capability to create images for VMs
− may be based on any OSCAR supported distributions

− Mandriva, Suse, Debian, FC, RHEL, etc.

− leverage the default OSCAR configuration for compute nodes



Current Status
• Stabilization for a public release

− OSCAR-V 1.0: 
• support of Xen full-virtualization & para-virtualization

CentOS 4.4 x86_64 and x86

• OSCAR modifications for OSCAR-V (still ongoing)

− Roadmap:
• OSCAR-V 2.0: add support of QEMU and KVM, CentOS 5 (x86_64, x86)
• Google Summer of Code

− VM monitoring via V2M
− Support of other Linux distributions and architecture
− Stabilize VM migration support (first prototype unsuitable for a public release)

• Resource
− V2M/libv3m:  http://www.csm.ornl.gov/srt/v2m.html

− OSCAR-V:     http://www.csm.ornl.gov/srt/oscarv.html

− OSCAR:        http://oscar.openclustergroup.org



Preliminary Results:  deployment (rsync)
• Compute node: Pentium D 3.4 GHz, dual core, 4GB RAM 
• Network: Ethernet 100

host OS para-
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Collaborations: 
VM Deployment on Demand

• OSCAR-V does not allow for the automatic deployment

 of VMs at job submission time

• Integration of Dynamic Virtual Clusters (DVC)
− Moab extensions for VM deployment during job submission

− Use OSCAR images, deployment based on DVC

− Collaboration with ASU (Dan Stanzione)
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Summary
• System-level virtualization

− Renewed interest & rich background

− Several technologies available (Xen, QEMU, VMware, etc.)

− Initial investigations for use in HPC context

− Management tools needed for new virtualized environments

• OSCAR-V
− Enhancement of widely used OSCAR cluster framework

− Additions to create and manage clusters of Virtual Machines

• Setup Host OS (physical nodes)

• Create/Deploy VM systems

− Reduce complexity & ease use of different VM technologies
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Thank you

Questions?
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